


 



 
 
 
 

ASSEN ZLATAROV UNIVERSITY 
BURGAS, BULGARIA 

 

A N N U A L  
 

Vol. XLVI, BOOK 1, 2017 
 

TECHNICAL AND NATURAL SCIENCES 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Assen Zlatarov University 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Assen Zlatarov University 
Annual, Vol. XLVI, Book 1, 2017 
Burgas 8010, Bulgaria 
ISSN 1312-1359 



 
 
 
 

ASSEN ZLATAROV UNIVERSITY 
BURGAS, BULGARIA 

 

ANNUAL 
 

Vol. XLVI, BOOK 1, 2017 
 

TECHNICAL AND NATURAL SCIENCES 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

BURGAS ● 2017 



 

Editor-in-Chief 

Prof. Margarita Terzieva, DSc   
 

Co-editors 

Prof. Lyubomir Vlaev, DSc   
Assoc. Prof. Penka Peeva, PhD  
Asst. Prof. Ivan Sokolov  
 

Editorial Boards 

Section I: Technical Sciences Section III: Social Sciences and Humanities 

Assoc. Prof. Magdalena Mitkova, PhD Prof. Bratoy Koprinarov, PhD 
Prof. Valentin Nenov, PhD Assoc. Prof. Todor Palichev, PhD 
Prof. Sotir Sotirov, PhD Prof. Valentina Terentieva (Russia) 
Assoc. Prof. Irena Markovska, PhD Prof. Kiril Chekalov (Russia) 
Assoc. Prof. Yovka Nikolova, PhD Prof. Marina Yanich (Serbia) 
Assoc. Prof. Dimitrina Kiryakova, PhD Prof. Zaur Zavrumov (Russia) 
Assoc. Prof. Husein Yemendzhiev, PhD Prof. Yordan Nikov (France) 
 Prof. A. Baran Dural (Turkey) 
 Prof. Nedelcho Nedelchev, PhD 
 Assoc. Prof. Galina Petrova, PhD 
  
Section II: Natural Sciences Section IV: Public Health and Health Care 

Assoc. Prof. Svetlana Zheleva, PhD Prof. Borislav Vladimirov 
Prof. Nina Sultanova, PhD Assoc. Prof. Antoaneta Grozeva, PhD 
Assoc. Prof. Zhechka Mihailova, PhD  
 

Technical Assistant: Iliana Ishmerieva 

 

Reviewers 

Prof. Kr. Atanasov, Corresponding member of BAS; 
Prof. L. Vlaev, DSc; 
Prof. Ts. Godzhevargova, DSc; 
Prof. Kr. Vasilev, PhD; 
Prof. S. Turmanova, PhD; 
Prof. I. Markovska, PhD; 
Assoc. Prof. I. Vardeva, PhD; 
Assoc. Prof. H. Yemendzhiev, PhD; 
Assoc. Prof. D. Keremidchiev, PhD; 
Assoc. Prof. S. Koruderlieva, PhD; 
Assoc. Prof. B. Mechkov, PhD; 
Assoc. Prof. S. Patsov, PhD; 
Assoc. Prof. P. Rahnev, PhD; 
Assoc. Prof. N. Simeonova, PhD; 
Assoc. Prof. M. Skumov, PhD; 
Assoc. Prof. M. Todorov, PhD; 
Assoc. Prof. D. Todorova, PhD; 
D. Koleva, PhD; 
D. Lavchieva, PhD; 
R. Kasarov, PhD. 
 



 

VOLUME XLVI (1). CONTENTS 

 

Nikolay Zaitsev,  
Dencho Stanev,  
Krasimira Stancheva,  
Viktoria Trifonova,  
Veska Shivacheva,  
Hristivelina Jecheva 

Simultaneous Determination of Copper and Lead in Drinking and 
Lake Waters by Anodic Stripping Voltammetry 7 

 
 
 

Lenia Gonsalvesh, 
 Stancho Pavlov,  
Mariana Tavlieva,  
Velyana Georgieva 

Porous Texture Assessment of Activated Carbons Derived from 
Walnut Shells through Chemical Activation 12 

 

Stancho Pavlov,  
Lenia Gonsalvesh 

Software for Processing Data from N2 Adsorption Measurements 18 

Svetlana  Boshnakova,  
Irena Markovska,  
Dimitar Rusev   

Obtaining Wear-Resistant Materials on the Base of Metal Matrix 
Composites Reinforced with TiC Particles 22 

Ganka Kolchakova,  
Nikolay Enev,  
Snejana Koruderlieva, 
 Milena Ivanova 

Study on the Possibility to Utilize Ashes from Thermal Power 
Stations for the Production of Construction Ceramic Materials 28 

 

Zlatina Becheva,  
Katya Gabrovska,  
Yavor Ivanov 

Enhancement of Immunoassay Fluorescence and Detection 
Sensitivity to Neutrophils by Using Antibodies Multiple Labelled 
with Dye/DNA Conjugate 31

Milen Dimov, 
Krasimira Dobreva,  
Stanka Damyanova,  
Albena Stoyanova 

Chemical Composition, Antioxidant and Antimicrobial Activities 
of Dill Essential Oils (Anethum graveolens L.) 37 

 

Krasimira Georgieva,  
Petko Petkov,  
Nikola Todorov,  
Yordan Denev 

Infrared Study on Vegetable Oils Aging Processes 43 
 
 

Nikola Todorov,  
Krasimira Yaneva,  
Yordan Denev 

Depolymerization of PET with Glycerides of Oleic Acid 49 
 

Mariana Tavlieva,  
Dimitrina Kiryakova,  
Atanas Atanassov 

Comparative Characterization of UV Irradiated Polyethylene 
Oxide Films Containing Organic Complexes of Metal 
Acetylacetonates 54

Miroslava Valchanova,  
Emilya Ivanova,  
Sevdalina Turmanova,  
Stanislav Rangelov 

Synthesis of Diblock Copolymers of Poly(Allyl Glycidyl Ether) 
and Polyglycidol 60 

 

Ivaylo Tankov,  
Magdalena Mitkova,  
Dicho Stratiev 

Reaction Kinetics of Butyl Acetate Synthesis in the Presence of 
Pyridinium-Based Acidic Ionic Liquids 65 



Yordanka Tasheva,  
Anton Palichev,  
Todor Palichev 

Evaluation of Colloidal Instability Index by SARA Method 71 
 

Yana Koleva,  
Yordanka Tasheva 

Persistence, Bioaccumulation and Toxicity of Biodegraded 
Metabolites of Petroleum Benzene in the Environment 75

Sabina Nedkova,  
Plamena Atanasova,  
Ruska Myhailova,  
Marusia Lybcheva 

Assessment of the Human Reliability in a Company from the 
Chemical Industry 

79 
 
 

Zdravka Nikolaeva Estimation of the Solar Potential in the Municipality of Burgas 84

Vasil Ivanov Analysis of Computer Simulation in Software Environment of 
One-Phase Bridge Voltage Inverter for a Photovoltaic System 89

Vasil Ivanov,  
Neli Simeonova 

Study of the Quality of Electric Power Generated by a Voltage 
Inverter for Photovoltaic System 93

Ivaylo Belovski Synthesis and Testing of a Digital Differential Thermostat 97

Todor Kostadinov,  
Asen Iliev,  
Stanislav Simeonov 

Autonomous Light Diagnostics System for the Purposes of Sea 
Buoy Monitoring 101 

Veselina Bureva,  
Stanislav Popov,  
Evdokia Sotirova,  
Boriana Miteva 

Generalized Net of the Process of Hierarchical Cluster Analysis 107 
 
 

Yuliyan Petrov Automated Method for Estimating a Pedestrian and Cyclist Traffic 
Accident in the Absence of Brake Traces 112

 
 
 



7 

 ANNUAL OF ASSEN ZLATAROV  UNIVERSITY, BURGAS 

 BULGARIA, 2017, v. XLVI (1) 

SIMULTANEOUS DETERMINATION OF COPPER AND LEAD IN DRINKING AND LAKE 

WATERS BY ANODIC STRIPPING VOLTAMMETRY 

Nikolay Zaitsev, Dencho Stanev, Krasimira Stancheva, Viktoria Trifonova, Veska Shivacheva, Hris-

tivelina Jecheva 

E-mail: krasimiraangelova@abv.bg 

ABSTRACT 

Anodic stripping voltammetry has been developed for the simultaneous determination of copper (II) 

and lead (II) in drinking and lake waters. The stripping peaks were obtained at -50 to -200 mV for 

copper and at -400 to -500 mV for lead ions, supporting electrolyte 0.01 M HNO3. The concentrate 

was stripped by changing the potential from -1300 to +400 mV, at a potential sweep rate 25 mV/s. The 

content of analytes determined by the standard addition method were: 66.0 ± 5.6g/l Cu
2+

 in drinking 

water; 105.4 ± 6.4 g/l Cu
2+

 in lake water and5.7 ± 0.4 g/l Pb
2+

 in drinking water; 9.5 ± 0.7 g/l 

Pb
2+

 in lake water, respectively. The concentrations of metals determined are below the international 

permissible limits and do not pose a health concern for the consumption of water in Burgas Region. 

Key words: voltammetry, copper and lead determination, drinking and lake waters 

INTRODUCTION 

Toxic and heavy metals are everywhere in 

the environment and they are a major cause of 

disease, aging, and even genetic defects. They 

are the most toxic inorganic pollutants and can 

be of both natural and anthropogenic origin 

associated with various sources of harmful 

emissions. The effects of toxic and heavy met-

als are particularly pronounced in areas with 

developed chemical or metallurgical industries 

[1]. 

The major sources of intoxication include 

air, soil and water [2]. In international practice, 

the term “environmental disease” has been offi-

cially recognized, associated with acute toxic 

changes in the blood, nervous diseases, and 

interference with the genetic structure of the 

cell [3]. As a result, mutagenic and carcinogenic 

damage to the immune system occurs. 

The survey of heavy metal contents has been 

carried out for over 35 years in Bulgaria, mainly 

in areas with intensive industries, where 5 “hot 

spot” were established [1]. Burgas Region is 

also an ecologically endangered area whose 

problems are due to industrial production, the 

high growth of production and domestic waste, 

the growth and physical aging of the fleet. 

Heavy metals include all metals with a rela-

tive atomic mass greater than 40 or more than 5 

g/cm
3
.  Some  of  them, such as Cu, Zn,  Mo, Co,  

Mn, and Fe, play an important role in the life of 

living organisms, others, such as mercury, lead, 

etc., are not biologically necessary. 

Depending on the degree of danger to human 

health, heavy metals are divided into three 

groups (see Table 1). The metals of the first 

group are the most dangerous for human health 

[4]. The poisonous action of heavy metals on 

humans and animals is the greater the more 

soluble their compounds are in water and in 

fats. Diluted, they are easier to digest and show 

their toxicity. The water that reaches our home 

usually comes either from surface water (water 

from small rivers, streams or lakes) or under-

ground water. About 80% of the tap water in 

Bulgaria comes from lakes, rivers or other 

sources on the surface. Underground water 

sources and municipal wells provide about 20% 

and the rest is from private wells. 

Table 1. Groups of elements according to their 

harmfulness [4]. 

Group Elements 

I group Hg, Cd, Pb, As, Zn, Ti 

II group Co, Ni, Mo, Cu, Cr 

III group Ba, V, Mn, Sr, Al 
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The most common chemical pollutants in 

drinking water are nitrates, pesticides, petrole-

um products and heavy metals due to different 

sources [5, 6]: 

- Depending on the original source of drink-

ing water; 

- When it is due to human activity, agricul-

ture, industry or water supply network; 

- Drinking water may also be contaminated 

by contact with water supply. 

Water quality can be assessed by various pa-

rameters such as Biochemical oxygen de-

mand (BOD, also called biological oxygen de-

mand), temperature, electrical conductivity, 

nitrate, phosphorus, potassium, dissolved oxy-

gen, etc. Heavy metals such as Pb, Cu, etc. are 

of special concern because they produce water 

or chronic poisoning in aquatic animals.  

The World Health Organization recommends 

that the maximum level of copper in drinking 

water should not exceed 2 mg/l (2 ppm) and the 

maximum level of lead in drinking water should 

not exceed 0.01 mg/l (10 ppb) [7]. 

According to the Bulgarian State Standard 

[8], the basic methods for determining the met-

als studied are: 

- photometric and polarographic for copper 

(ISO 17.1.4.1980); 

- photometric and polarographic for lead 

(ISO 17.1.4.2080). 

For the determination of heavy metals in wa-

ter such as Cu and Pb, the photometric and po-

larographic methods are recommended [8]. The 

photometric methods are inapplicable or less 

applicable in the presence of turbid or coloured 

solutions. In some cases, multiple filtration or 

searching for a clarification solution is neces-

sary, which prolongs the analysis. 

Voltammetry allows simultaneous determi-

nation of several metals with sufficient accuracy 

and sensitivity, which are characteristic of 

atomic absorption [9], and it is comparable to 

the sensitivity of neutron activation analysis 

[10]. Another advantage of the voltampermetric 

method is that it is safe and the cost of the anal-

ysis is comparatively lower. Its resolution is 

greater than the standard polarographic method 

for heavy metal analysis in water. Examples of 

determinations of Cu and Pb by Anodic Strip-

ping Voltammetry (ASV) are given in the litera-

ture [11-15]. 

The goal of this work is to study the deter-

mination of copper and lead content in drinking 

and lake waters and to characterize the method 

of ASV in terms of accuracy, reproducibility 

and sensitivity in Cu and Pb analysis in these 

specified natural objects. 

 

EXPERIMENTAL 

 

Instrumentation. Voltammograms are record-

ed using an Ekotest –VA (Ekoniks-Ekspert, RF) 

computer-controlled voltammetric analyzer con-

nected to a three-electrode cell. The electrode 

system is a three-in-one transducer designed as a 

single body electrochemical cell with a polycar-

bon indicator electrode, an auxiliary electrode 

and a reference electrode located in the same 

plane [16-18]. The combination of «3 in 1» elec-

trode is a whole voltammetric 3-electrode cell in 

a single body. All component electrodes (work, 

auxiliary and reference electrodes) are placed 

coplanarly on top of the sensor. The indicator 

electrode surface is regenerated by polishing it 

with an ashless paper filter wetted with ethanol. 

Voltammograms are recorded in an alternating-

current mode with alternating voltage amplitude. 

The pH is measured using an Ekspert 001, model 

3 (0.1) pH meter/potentiometer (Ekoniks-

Ekspert, RF) with a glass electrode. 
 

  
Fig. 1. The set measurement of heavy metals in 

laboratory and field conditions. 

 

Thermo Scientific  Evolution 300 UV-Vis  

and Specol 11 spectrophotometers were used. 

Reagents and solutions. All chemicals (Me- 

rck, Germany, high purity >99 %) are of analyti-

cal-reagent grade and employed without further 

purification. Double-distilled water was used in 

the preparation of the various solutions. The 

following reagents are used: HNO3; 

Hg2(NO3)2×2H2O; CuSO4×2H2O; Pb(NO3)2; 

KCl. A stock solution of Hg2(NO3)2 at a concen-

tration of 5 g/l; a working solution of Hg
2+

 - 100 

mg/l; a stock solution of Pb
2+

 - 25 mg/l; a Cu
2+

 

stock solution - 25 mg/l. The working solutions 

of standard lead and copper additives have a 
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concentration of 1.25 mg/l. The concentrated 

supporting electrolyte solution is prepared as 50 

ml of 0.01 M HNO3 and 50 ml of 0.01 M 

Hg2(NO3)2 are placed in a 250 ml flask and then 

diluted to the mark with double-distilled water. 

The concentrated HNO3 supporting electrolyte 

solution is prepared as 50 ml of 0.01 M HNO3 is 

transferred to a 250 ml flask and then diluted to 

the mark with double-distilled water. The diluted 

solution is prepared as 200 ml of concentrated 

supporting electrolyte solution is poured into a 1 

ml flask and brought to the mark with double-

distilled water. 
 

  
Fig. 2. Examples of measurement of zinc, cad-

mium, lead, copper with the complexes «Ecotest-

VA- heavy metals». Samples: 1 - blank, 2 - test-

ed sample, 3 - tested sample with standard addi-

tions [16]. 

 
 

Table 1. Optimal conditions for voltammetric measurements with the replacement of solutions using a 

three-in-one transducer. 
 

Stage of analysis Solution composition Potential of the working 

electrode, Ew, mV 

The time of 

exposing the 

electrode, texp, s 

1.Electrochemical cleaning 

of the electrode 

0.1М HNO3 +100 100 

2.Formation of the mercu-

ry film 

Hg(NO3)2.H2O 100 

mg/l, 0.1М HNO3 

-600 200 

3.Electrochemical pre-

concentration of copper 

and lead 

0.1М HNO3 

0.01М HNO3 

-600 200 

4.Electrostripping of the 

concentrate 

0.01М HNO3 

+ sample 

-1300…+400; potential 

sweep rate, 25 mV/s 

300 

 

Analytical procedure. 1 liter water sample 

was filtered and evaporated to 150 ml. 80 ml 

water sample was pipetted and transferred into 

100 ml volumetric flask. Then 20 ml concentrat-

ed supporting electrolyte was added and the solu-

tion was homogenized. 25 ml from this solution 

was transferred in the glass vessel and 8 drops of 

100 mg/l Hg(NO3)2.H2O were put in the vessel. 

The electrode was immersed into the solution 

and the analytes were pre-concentrated. The 

voltammograms were recorded. Consecutively, 

1, 2 and 3 ml of standard additives of copper and 

lead (1.25 mg/l) solutions were added and volt-

ammograms were recorded. The program calcu-

lated the areas of the peaks and gave the concen 

 

trations. All measurements were carried out at 

room temperature.  

 

RESULTS AND DISCUSSION 

 

Anodic stripping voltammetry is used to de-

termine the concentration of Pb and Cu in the 

water samples. The method consists of a deposi-

tion potential that is more negative than the half-

wave potential E1/2 of the metals to be determined 

and an anodic scan to oxidize the reduced metal 

back into solution: 

Deposition: M
n+

 + ne
-
 = M(Hg) 

Stripping: M(Hg) = M
n+

 + ne
- 
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During deposition an amalgam is formed by 

the elemental metal and the mercury on the e 

electrode. The scan in the positive direction peak 

current is proportional to the concentration of the 

metal M. The sensitivity of the method arises due 

to the pre-concentration of the analyte species. 
 
 
 

 
 
Fig. 3. Voltammograms of Pb and Cu with addi-

tives of standard solutions of lead and cooper 

 

The maximum analytical signal of copper was 

found to be from -50 to -200 mV and the one for 

lead from – 400 to -500 mV at a rate of 25 mV/s 

in an alternating-current mode. The optimum 

current range was 2-200 A. The optimal condi-

tions for voltammetric measurements are given 

in Table 1. 

Linear calibration graphs were obtained in a 

concentration range 10-500 g/l for Cu
2+

, and 

30-500g/l for Pb
2+

. The detection limit for 

copper ions is 0.5 g/l (RSD=12%) and for lead 

ions is 0.1 g/l (RSD=10%). 

 

Table 2. Determination of copper (II) in envi-

ronmental waters 
 

Samples Cu(II) found 

x ± tS/√n 

(g/l) 

RSD 

Sr = 

(S/x)× 

100 (%) 

Drinking 

water 

66.0 ± 5.6 7.34 

Lake wa-

ter 

105.4 ± 6.4 1.37 

 

The accuracy and precision of the voltammet-

ric procedure were verified by the standard spec-

trophotometric method for determination of cop-

per and lead ions in waters. The results obtained 

are given in Tables 2 and 3. 

 

Table 3. Determination of lead (II) in environ-

mental waters 
 

Samples Pb(II) found 

x ± tS/√n 

(g/l) 

RSD 

Sr = 

(S/x)× 

100 (%) 

Drinking 

water 

5.7 ± 0.4 6.35 

Lake wa-

ter 

9.5 ± 0.7 6.36 

Number of determination n= 5; t - Students t-

value at 95% probability; S - standard devia-

tion;x, an average. 

 

The concentrations of copper and lead in var-

ious water samples were found to be lower than 

the drinking water contamination standards is-

sued by the World Health Organization. 

 

CONCLUSIONS 

 

Anodic stripping voltammetry has been de-

veloped for the simultaneous determination of 

copper (II) and lead (II) in drinking and lake 

waters. Under the optimal conditions alternating-

current voltammograms were recorded and the 

concentration of copper and lead ions were de-

termined by standard addition method. The re-

sults obtained are in agreement with those of the 

standard spectrophotometry method. 
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POROUS TEXTURE ASSESSMENT OF ACTIVATED CARBONS DERIVED FROM 

WALNUT SHELLS THROUGH CHEMICAL ACTIVATION  
 

Lenia Gonsalvesh, Stancho Pavlov, Mariana Tavlieva, Velyana Georgieva 

E-mail: lenia_gonsalvesh@abv.bg 

 

ABSTRACT 

 

On the basis of N2 adsorption-desorption isotherms measured at ‒196°C by an automatic appa-

ratus Surfer (Thermo Scientific), the porous texture characteristic of activated carbons (ACs) derived 

from agro-waste, i.e. walnut shells, through chemical activation are elucidated. For the purpose dif-

ferent calculation procedures are applied. From the tested reagents for chemical activation, ZnCl2 

promotes additional development of micro- and mesopores and respectively higher SBET for AC pre-

pared by it. The latter is characterized as predominantly microporous AC with SBET and  Smicro of 553 

and 468 m
2
 g

‒1
, respectively, and V0,95 and Vmicro of 0.2652 and 0.1982 (6.6 %RSD) cm

3
 g

‒1
, respective-

ly. By the application of different approaches more reliable results for Vmicro with their uncertainties 

can be reported. Pore size distribution assessed by applying NLDFT theory reveal monomodal mi-

cropore volume distribution (pore width of 1.68 nm) for ACs prepared through chemical activation by 

ZnCl2. 

Key words: activated carbon, chemical activation, N2 adsorption isotherms, porous structure   

 

INTRODUCTION 

 

The production of nano-porous materials, i.e. 

activated carbons (ACs), with various and specif-

ic physicochemical properties can be tailored 

with a suitable carbon rich precursor and appro-

priate process parameters selection. In general, 

any carbon rich organic materials can be con-

verted into AC. In the 1990s wood, peat, coal 

and coconut shells were among the most widely 

used precursors, the best one being the expensive 

anthracite [1, 2]. In the last decade, since scien-

tific interest has been focused towards valoriza-

tion and recycling of different waste, the produc-

tion of low-cost ACs from carbon containing 

waste materials, i.e. “End-of-Life” tyres [3-6], 

polymeric wastes [2, 7], biomass wastes [8-11], 

etc, gained importance. A variety of experi-

mental strategies for production of ACs have 

been explored, which, however, can be classified 

into two clearly defined groups [1]: i) thermal 

(physical) activation consisting of two consecu-

tive steps, i.e. carbonization (produces char rich 

in carbon) and activation (partially gasification 

of  char with an oxidizing agent, i.e. steam or 

CO2); and ii) chemical activation mostly carried 

out in a single stage as prior carbonization the 

raw material is impregnated with a chemical 

agent. In the literature there are a number of pub 

 

 

lications related to impregnation of lignocellulo-

sic materials with different activating reagents 

such as ZnCl2, H3PO4, H2SO4, CaCl2, KMnO4, 

NaOH, K2CO3, etc. before their thermochemical 

conversion into ACs [12]. Among the activation 

agents used, ZnCl2 is one of the most effective 

for production of micro- or meso-porous carbons 

due to its high activation ability and relatively 

low cost. This type of chemical activation desta-

bilizes the lignocellulosic structure due to hy-

drolysis reactions, which increase the elasticity 

of the precursor particles, and in a subsequent 

heating process AC with a well developed poros-

ity and a high specific surface is produced [1]. In 

fact, the activation agent promotes and/or assists 

the formation of micro- and mesopores, and car-

bons with increased adsorption capacity com-

pared to physically activated carbons are pro-

duced. 

Nowadays, agro-wastes are considered as sus-

tainable, ecologically friendly and economically 

feasible renewable resources for production of 

ACs with well developed porous structure (domi-

nantly microporous in most cases). Such ACs 

have been successfully applied in different fields, 

as adsorption of pollutants [8, 9], catalyst sup-

ports in heterogeneous catalysis [10, 11], gas 
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storage and separation [13]. However, the effi-

cient and specific application of ACs as adsor-

bent or catalyst support is strongly determined by 

their physicochemical properties. In this regard, 

porous texture characteristics such as specific 

surface area, pore volumes and pore sizes distri-

bution are important factors to be considered. 

Among the various characterization techniques, 

gas adsorption has been shown to be sufficient 

for evaluation of porous texture parameters of 

micro- and mesoporous materials [1, 14-16]. 

However, elucidating the porous texture of dif-

ferent materials is not always straightforward. 

The developed methods, computational proce-

dures and models for porous structure assessment 

through gas adsorption are based on different 

assumptions, which could result in underestima-

tion or overestimation of the final results. There-

fore in order to obtain the most reliable results 

for the parameters characterizing the porous 

structure, different mathematical approaches and 

computational procedures should be applied and 

compared.  

The aim of the current research is the produc-

tion of ACs from agro-waste (walnut shells), 

through chemical activation by NaCl or ZnCl2 

solutions and assessment of the influence of the 

nature of activation reagent on the porous struc-

ture of prepared materials.  

 

EXPERIMENT 

 

In the current study walnut shells (WS) were 

valorized and used as carbon precursor feed-

stocks for production of ACs. Prior to use, the 

air-dried biomass sample was ground in a high-

speed rotary cutting mill, sieved (< 2 mm) and 

oven dried at 110ºC. The impregnation of the 

biomass waste is carried out with two different 

activating reagents, i.e. 2 wt.% ZnCl2 or 2 wt.% 

NaCl solutions, at room temperature and contin-

uous stirring for 6 hours. After this treatment the 

samples were filtered and washed with deionized 

water up to lack of chloride ions in the filtrates 

and then dried for 6 hours at 105 °C. The raw 

WS sample and impregnated with 2 wt.% ZnCl2 

and 2 wt.% NaCl samples were subjected to car-

bonization or the so-called slow pyrolysis in inert 

atmosphere in a lab-scale muffle furnace at slow 

heating rate of 10°C min
-1

 up to pyrolysis tem-

perature of 500°C kept further isothermal for 1 h. 

The obtained products after carbonization of the 

raw WS sample and impregnated with 2 wt.% 

ZnCl2 and 2 wt.% NaCl samples are respectively 

denoted as Wchar, W-ACZnCl2 and W-ACNaCl. 

The porous structure characterization was car-

ried out by measuring N2 adsorption isotherms at 

‒196°C on an automatic apparatus Surfer (Ther-

mo Scientific).  The specific surface area SBET of 

bio-chars is determined by using N2 adsorption 

data in the range of Pi/P0 up to 7.3×10
-2

 (iso-

therms of Type I) and the linear form of BET 

equation [17-19]. The total pore volume, known 

as volume of Gurvich, is determined based on 

the volume of adsorbate V0,95, recorded on the 

desorption branch of the adsorption isotherm at a 

relative pressure Pi/P0 = 0.95. The micropore 

volume (VDR,micro) is calculated by using the Du-

binin-Radushkevich equation up to Pi/P0 ≤0.16 

and V‒t plots [14-16, 20, 21]. The pore size dis-

tribution and pore diameters L0 are obtained by 

applying the Non Local Density Functional The-

ory (NLDFT) on data of adsorption branch of N2 

isotherms [21]. 

 

               RESULTS AND DISCUSSION 

 

According to IUPAC classification, the rec-

orded N2 adsorption isotherms of Wchar, W-

ACZnCl2 and W-ACNaCl samples (Fig. 1) represent 

Type I isotherm and reflect the significant role of 

microporous structure on the adsorption process. 

At high Pi/P0, a hysteresis loop of H4 type ap-

pears in the isotherms, which is attributed to the 

presence of some mesopores as well. Clearly, the 

type of activating agent affects the porosity of 

prepared ACs – W-ACZnCl2 sample demonstrates 

much higher N2 adsorption capacity compared to 

Wchar and W-ACNaCl, while N2 adsorption capaci-

ty of Wchar and W-ACNaCl samples is rather com-

parable. Consequently higher SBET and V0.95 are 

calculated for activated with ZnCl2 AC sample 

(Table 1). 

 
Fig. 1. N2 adsorption isotherms of investigated 

samples 
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Table 1. Textural properties of prepared porous materials 

Parameters 
Calculation 

 method 

Sample 

Wchar W-ACNaCl W-ACZnCl2 

V0.95 (cm
3
 g

-1
) Gurvich 0.2148 0.2076 0.2652 

SBET (m
2
 g

-1
) 

BET 
463 450 553 

C 6357 7013 8367 

VDR, micro (cm
3
 g

-1
) 

DR 
0.1799 0.1774 0.2133 

VDR, meso
а
 (cm

3
 g

-1
) 0.0349 0.0302 0.0519 

Vt, micro (cm
3
 g

-1
) 

V‒t plot 

Halsey 0.1578 0.1523 0.1716 

npFCB 0.1694 0.1641 0.1914 

npCB 0.1693 0.1639 0.1899 

Vt, meso
b
 (cm

3
 g

-1
) 

Halsey 0.057 0.0553 0.0936 

npFCB 0.0454 0.0435 0.0738 

npCB 0.0455 0.0437 0.0753 

St, ext (m
2
 g

-1
) 

Halsey 68 68 108 

npFCB 54 53 84 

npCB2 54 53 86 

St, micro
c
 (m

2
 g

-1
) 

Halsey 395 382 445 

npFCB 409 397 469 

npCB 409 397 467 

L0
d
 (nm)  

NLDFT 

(n2c77K_cyl) 

1.49 (10) 1.68 (90) 1.68 (92) 

1.78 (48) 2.82 (4) 2.82 (2) 

1.99 (34) 3.55 (6) 3.55 (6) 

3.76 (3)   

4.73 (5)     

a 
‒Vmeso = V0.95 - VDR,micro;  

b 
‒Vt, meso= V0.95 - Vt, micro;  

c 
‒St, micro = SBET - St, ext; 

d 
‒in brakets is the approximated content in rel. %.  

 

Porosity and especially microporosity as-

sessment is a challenging task. Very often the 

applied approaches for micropore volume calcu-

lation from N2 adsorption isotherms give signifi-

cantly different results, which are especially 

pronounced for highly activated carbons with a 

wide micropore size distribution [22]. To over-

come this problem different calculation ap-

proaches and application of various adsorptives 

and measurements over a wide range of tempera-

ture and pressure with more attention towards the 

kinetics of adsorption and desorption and to fluid 

transport within pores are suggested [23]. In 

order to obtain more reliable assessment of po-

rosity, in the current research the application of 

DR equation and V‒t plots to N2 adsorption iso-

therms of the investigated ACs is performed.  

Dubinin, in collaboration with Raduskevich, 

presents an equation for calculation of micro-

pores volume based on the range of low and 

average relative pressures of the N2 adsorption 

isotherm, 10
-4

 < Pi/P0 < 0.1 [14, 17]. Their model 

is an adaptation of the previously developed by 

Polany potential theory for adsorption on a ho-

mogeneous, equipotential adsorbent`s surface 

and persorption theory. According to Dubinin, 

the adsorption process in microporous structures 

is expressed in volumetric filling of micropores, 

without the realization of mono- and multilayers. 

The linear equation of Dubinin-Radushkevich 
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(DR), describing the adsorption in microporous 

adsorbents and catalysts, has the following form: 
 

 
2

i DR,micro 0 ilg lg lgV V D P P  ,            (1) 
 

where Vi is the adsorbed amount at given Pi/P0, 

expressed as volume of the liquid adsorbate, 

VDR,micro is the volume of the micropores and D is 

represented by the following equation: 
 

2

T
D B



 
  

 
,                        (2) 

 
where B and β are physicochemical constants 

reflecting the specific nature of the adsorbent and 

the adsorbate. According to Eq. (1), ordinate 

intercept is equal to lgVDR,micro, from which the 

value of the micropores volume VDR,micro can be 

calculated, while the slope of the regression line 

gives the parameter D. 

V‒t plot method as described by Lippens and 

de Boer [24] is a technique which compares an 

isotherm of a porous material with a standard 

type II isotherm (of non-porous material). In this 

approach, initially t-standard curve is prepared 

based on data of non-porous material with BET C 

constant similar to that of investigated porous 

sample and then the isotherm of the later is re-

drawn as a plot of the gas adsorbed vs. statistical 

layer thickness, t, of the non-porous material at 

the corresponding Pi/P0 [15]. The application V‒t 

plot approach makes it possible to determine 

micropore volume and external (mesopore) sur-

face area. In the case of N2 adsorption, the statis-

tical layer thickness, t, of the adsorbed film on a 

non-porous material can be calculated as follow: 
 

a

m

0.354
W

t
W

  [nm],                  (3) 

 
where Wa is the adsorbed weight, Wm is the ad-

sorbed weight corresponding to formation of a 

monolayer and 0.354 nm is N2 monolayer depth 

[15]. However, based on t-standard curves obtai-

ned from N2 adsorption isotherms of non-porous 

materials, empirical thickness equations describ-

ing the relation between t and Pi/P0 have been 

computed. In the current study two thickness 

equations, i.e. Halsey equation and equation 

developed on the base of non-porous furnace 

carbon black (npFCB), described bellow respec-

tively as Eq. (4) and Eq. (5), are employed. Ad-

ditionally, based on the N2 adsorption data for t 

of non-porous carbon blacks (npCB) presented 

by Kaneko et. al. [25], an empirical equation, i.e. 

Eq. (6), was also derived and employed in the 

current research. 
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(6) 

 
The DR plots as well as V‒t (based on 

npFCB) plots of investigated samples with their 

respective fits are presented on Fig. 2 and 3. The 

calculated porosity parameters by applying DR 

and V‒t plots approaches are included in Table 1. 
 

 
Fig. 2. DR plots of investigated samples with 

their respective fits 
 

The porous texture parameters, gathered in 

Table 1, reflect the predominant microporous 

nature of the investigated samples. The calcu-

lated VDR,micro significantly prevails VDR,mezo for all 

samples and varies in the range of 0.1774 – 

0.2133 cm
3
 g

‒1
. The highest value for VDR,micro is 

calculated for AC prepared after impregnation 

with ZnCl2, which is in accordance with the 

magnitude of SBET and V0.95 of that sample. Obvi-

ous-ly, the chemical activation may lead to addi-

tional enlargement of porous texture of WS 

based ACs as the nature of the used activation 

reagent has a significant impact: ZnCl2 acts as a 

better chemical reagent for production of WS 

[nm] 
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based AC since it promotes additional develop-

ment of micro- and mesopores and respectively 

higher SBET; the influence of NaCl is rather in-

signi-ficant. 
 

 
Fig. 3. V‒t (npFCB) plots of investigated sam-

ples with their respective fits 
 
By using any of V‒t plots, i.e. t calculated 

based on Eq. (4), (5) or (6), the same peculiari-

ties in the magnitude of Vmicro of investigated 

samples are observed. Nevertheless, the results 

for Vmicro obtained by V‒t plots differ to those 

obtained by DR plots/equation. The largest dif-

ferences are revealed when Halsey equation (Eq. 

(4)), developed for silica, alumina and other ox-

ides, is used for calculation of statistical layer 

thickness t and construction of V‒t plots. On the 

contrary, by using the V‒t plots in which t is 

calculated on the basis of the equations devel-

oped for npFCB and npCB, the calculated Vt,micro 

values for investigated samples are identical 

between each other and substantially similar to 

those obtained by DR equation. This demon-

strates the importance of the non-porous refer-

ence material selected for the construction of the 

V‒t plot and calculation of pore texture parame-

ters – a non-porous reference material with simi-

lar chemical composition and BET C constant to 

that of investigated porous samples should be 

employed [15, 16, 26]. Thus, based on V‒t plots 

constructed by using non-porous carbon refer-

ence materials and DR equation, Vmicro of 0.1729 

(3.5 %RSD), 0.1703 (3.9% RSD) and 0.1982 

(6.6 %RSD) cm
3
 g

‒1
 can be reported for Wchar, 

W-ACNaCl and W-ACZnCl2 samples, respectively. 

Pore size distribution (PSD) assessed apply-

ing NLDFT theory on N2 adsorption isotherms of 

investigated samples is presented on Fig. 4. For 

NLDFT computation the n2c77_cyl kernel, de-

veloped for carbon micro- and mezoporous mate-

rials based on a cylindrical pore model, is used 

since the theoretical adsorption isotherms de-

scribed by using this kernel are in best agreement 

with the registered experimental adsorption iso-

therms of the samples. The maximums in the 

PSD curve correspond to the prevailing pore 

sizes of the investigated samples. The registered 

pore widths are in the range of 1.49 to 4.73 nm. 

The PSD confirms once again the predominance 

of micropore structure for investigated samples 

as over 90% of registered pore sizes are in the 

range of micropores (< 2 nm), with trimodal 

micropore volume distribution  for Wchar sample 

(maximums at 1.49, 1.78, 1.99 nm) and mono-

modal micropore volume distribution for W-

ACNaCl and W-ACZnCl2 ACs (maximum at 1.68 

nm). 
 

 
Fig. 4.  Pore size distribution of investigated samples 
 

CONCLUSIONS 

 

In the current research the influence of the ac-

tivation reagents on the porous structure of ACs 

derived from agro-waste WS is revealed. From 

the tested activation reagents, ZnCl2 acts as a 

better chemical reagent for production of WS 

based AC, since it promotes additional develop-

ment of micro- and mesopores and, respectively, 

higher SBET. By the application of different ap-

proaches more reliable results for Vmicro with their 

uncertainties can be reported. 
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SOFTWARE FOR PROCESSING DATA FROM N2 ADSORPTION MEASUREMENTS 
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ABSTRACT 

 

In this paper, a program especially designed for processing N2 adsorption data obtained at 77K by 

Surfer apparatus (Thermo Scientific) is presented. The program is written in Delphi. It allows the 

determination of porous texture characteristics: i) specific surface area SBET by using the linear form 

of BET equation; ii) the total pore volume (V0.95), known as volume of Gurvich; iii) the micropore vol-

ume (VDR,micro) by using the Dubinin-Radushkevich equation; and iv) pore size distribution by using 

Pierce method. In the paper the program functions, structure and the way of working are described. 

Key words: Delphi programming, N2 adsorption data, porous texture characteristics  

 

INTRODUCTION 

 

The characterization of the porous structure of 

adsorbents and heterogeneous catalysts generally 

employs adsorption methods. For the purpose, 

adsorption of N2 at 77 K at different relative 

pressures is most often applied. Based on the 

obtained N2 adsorption-desorption data and using 

a particular mathematical apparatus and compu-

tational procedures, the values of the basic pa-

rameters characterizing the porosity, i.e. specific 

surface are SBET, the total pore volume (V0.95), 

micropores volumes (VDR,micro), the average radi-

us of pores and pore volume distribution by size, 

can be determined. In the current paper, a pro-

gram especially designed for processing N2 ad-

sorption data obtained at 77 K and calculation of 

the main parameters characterizing the porous 

texture is presented. 
 

EXPOSITION 

 

The theory, mathematical apparatus and com-

putational procedures used for calculation of 

porosity parameters with the developed program 

are described in: i) [1-3] for specific surface are 

SBET, the total pore volume (V0.95), micropores 

volumes (VDR,micro), the average radius of pores; 

and ii) [4] for pore size distribution by using 

Pierce method. 

The initial/raw data for N2 adsorption at 77 K 

obtained by Surfer apparatus (Thermo Scientific) 

represented as Excel like "cvs" file in nineteen 

columns is loaded in the prepared program. The 

opening and reading of the data in this “csv” file 

are accomplished successively by the following 

procedures: 

‒ ReadTxt(FileNameFV:string;var 

StrArr:TStrArr;var n,m:integer); 

‒ TFrmAddsrb.MIOpenClick(Sender: 

TObject). 

The first procedure gets the file name and re-

turns an array of strings, their number of rows 

and columns, while the second one puts the data 

in a string grid with a name "StrngGrdRdnTxt". 

The adsorption data are separated from desorp-

tion data by the sign "Des" in the first column of 

the string area. An overview of the Tab Sheet 

“Data” which represents a table with the loaded 

raw N2 adsorption-desorption data obtained by 

Surfer apparatus is shown in Fig. 1. On this Tab 

Sheet construction of N2 adsorption-desorption 

isotherm is also possible. For the purpose the 

data for relative pressure Pi/P0 included in col-

umn (12) and adsorbed volume of N2 in cm
3
 g

‒1
 

included in column (16) should be used by ap-

plying the main menu options “Graphic>View 

Isotherm” (an overview of main menu options is 

given in Fig. 2). These data are used and intro-

duced in the other Tab Sheets constructed for 

determination of specific surface are SBET (Tab 

Sheet “S bet”), micropores volumes (VDR,micro) 

(Tab Sheet “DR”), and pore volume distribution 

by size (Tab Sheets “Adsorption” and “Desorp-

tion”). 
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Fig. 1. An overview of Tab Sheet “Data” 

 

  
Fig. 2. An overview of main menu options 

 

The second Tab Sheet (Fig. 3), i.e. “S bet”, is 

designed for calculation of SBET by using N2 ad-

sorption data and the linear form of BET equa-

tion (Eq. 1). Inasmuch as linear BET range for 

micro- and mesoporous materials appears in a 

different range of relative pressures, a window in 

which to set the relative pressure range for BET 

fitting is provided. In general, the linear BET 

range for microporous material is determined 

based on criteria of Rouquerol [2]. Therefore, the 

graphical representation of the latter is included 

in this Tab Sheet as well. When the mouse cursor 

moves through the curve of this graph the local 

coordinates are displayed. Thus, the Pi/P0 at 

which α(1‒Pi/P0) is maximal can be clearly seen. 

After setting the linear range for BET fitting the 

graphical presentation of linear form of the BET 

equation can be drawn. Trough linear regression 

y=ax+b, the determination of monolayer capacity 

m and physicochemical constant C can be ac-

complished (see Eq. 1).  The monolayer capacity 

m and physicochemical constant C based on 

which the SBET is calculated, together with calcu-

lated SBET appear in a window next to the graphs. 
 

 

 
i o i

i i o m o m

1/ 1

1 /

CP P P

P P C P C  


 


,        (1) 

 
where, αi is the amount of adsorbed N2 at a cer-

tain Pi/P0, m is the monolayer capacity, C is a 

physicochemical constant standing in relation to 

the heat of adsorption of the adsorbate. Accord-

ing to Eq. (1), ordinate intercept is equal to 

1/mС, while the slope of the regression line 

gives (С – 1)/mС. Including the slope and ordi-

nate intercept in a system of two equations of the 
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first degree with two unknown parameters, the 

values of the constants C and m can be calculat-

ed. Determination of m gives the opportunity to 

calculate the specific surface of a porous sample 

using the equation: 

                        
BET m AS N  ,                       (2) 

where: NA is Avogadro's number, 6.023×10
23

 

1/mol, and ω is the effective cross section area of 

the adsorbent molecule, which for the nitrogen 

molecule is about 16.27Å
2
. 

 
Fig. 3. An overview of Tab Sheet “S bet” 

 

The management of Tab Sheet “DR” is quite 

similar to "S bet" one. However in it, the linear 

equation of Dubinin-Radushkevich (DR) (Eq. 3), 

describing the adsorption in microporous adsor-

bents and catalysts, is processed: 
 

 
2

i DR,micro 0 ilg lg lgV V D P P  ,          (3) 
 
where Vi is the adsorbed amount at given Pi/P0, 

expressed as volume of the liquid adsorbate, 

VDR,micro is the volume of the micropores and D is 

represented by the following equation: 
 

2

T
D B



 
  

 
,                         (4) 

 
where B and β are physicochemical constants 

reflecting the specific nature of the adsorbent and 

the adsorbate. According to Eq. (3), ordinate 

inter-cept is equal to lgVDR,micro, from which the 

value of the micropores volume VDR,micro can be 

calculated, while the slope of the regression line 

gives the parameter D. 

Tab Sheets “Adsorption” and “Desorption” 

(Fig. 4) compute pore volume distribution by si-

ze (PSD) by using respectively adsorption and 

desorption isotherm branches and Pierce method 

described in details in Gonsalvesh et al. [4]. In-

asmuch as this method employs calculation of 

statistical layer thickness, t, the two most com-

mon equations for t calculation are introduced 

within the options, i.e. de Boer equation (Eq. 5) 

and Halsey equation (Eq. 6). 
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Trough restriction Edits, i.e. "EdtAdsFrom" 

and "EdtAdsTo" in case of PSD calculation ba-

sed on adsorption isotherm branch, and  

"EdtDesFrom" and "EdtDesTo" in case of PSD 

calculation based on desorption  isotherm 

branch, the Pi/P0 interval of interest for calcula-

tion is settled. The calculations are carried out 

within this interval only. The determination of 

the demanded values takes place by the main 

menu options, i.e. "Data>Calculate Adsorption" 

for PSD calculation based on adsorption iso-

therm branch (Tab Sheet “Adsorption”) and "Da-
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ta>Calculate Desorption" for PSD calcu-lation 

based on desorption isotherm branch (Tab Sheet 

“Desorption”), by using the procedure Cal-

cAds_Des(var Ads_DesF:TAds_Des). After 

performing the calculation according to Pierce 

method the graphical  representation of PSD by 
 

plotting p,i p,iV r   vs. *

,p ir  is possible by using 

the main menu options “Graphic>View Adsor-

ption” or “Graphic>View Desorption”. The pro-

cedure TFrmAddsrb.Graphics(KindF.string) is 

responsible for graphic representation of PSD 

data. The last mentioned procedure works differ-

ently according to the argument string. 

Two main types of data are declared in the 

units “Adsorption.pas”, PsAdsorp.pas”, 

“Files.pas”, “Matrix.pas” and “PsSplScr.pas” 

based on which the program is developed. The 

main unit responsible for calculations within the 

program is "Adsortion.pas", part of which is 

given bellow: 
 
type TStGraphic=class(TObject) 

  m_N:integer; 

  XMax_Min,YMax_Min: array[1..2] of real; 
  m_Arr:array [1..cMaxDim] of TRPoint; 

  m_Kind:string; 

  constructor Create; 
  destructor Destroy();override; 

  procedure Drow(var 

XMaxF,XMinF:real;bUseXMaxMin:boolean; 
    var 

YMaxF,YMinF:real;bUseYMaxMin:boolean;ColorF:TColor;Fram

eF:integer; 
      var ImgF:TImage); 

end; 
type TAds_Des=record 

  mGrXMaxMin,mGrYMaxMin: array[1..2] of real; 
  m_N,iFrom,iTo,m_Frame:integer; 

  m_Arr:array [1..cMaxDim] of TRPoint; 

  m_Res:array [1..cMaxDim,1..18] of real; 
  m_Kind:string; 

end; 

and several variables: 

 StGraphicG:TStGraphic; 

  AdsorpG,DesorpG,SbetG,DRG:TAds_Des; 

  VariantG:integer; 
  bHaveData:boolean; 

  FrmtG:string; 

The program dependences are given in Table 1. 

 

Table 1. Program dependences 

Main procedure Subprocedures 

FormActivate MIOpenClick  

MIOpenClick ReadTxt InvString 

MIViewCommonClick Graphics  

MIViewSbetClick ClearImg Graphics 

MIClearAllClick ClearStrGr ClearImg 

CalculateAdsorption1Click CalcAds_Des  

CalculateSbetClick CalcSbet  

Graphics(KindF:string) StGraphicG.Drow  

 

In the final Tab Sheets “Common” all calcu-

lated by the program porous texture characteris-

tics are presented, i.e SBET, V0.95, VDR,micro, Vmezo 

(V0.95‒VDR,micro), ΔΣVp, ΔΣAp, 
*

,p ir . 

 

  
Fig. 4. An overview of the Tab Sheets for PSD calculations 
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ABSTRACT 

 

This study reviews the deposition of powder mixture of titanium carbide over stainless steel sub-

strates for reinforcement in order to produce surface metal matrix composites (MMCs). They have 

been investigated intensively because of the composites great resistance to abrasive wear. Plasma 

melt injection (PMI) process was employed for layers of thickness 5-6 mm formed by two representa-

tive powders consisting volumetric fraction of TiC. The micromechanical characteristics are investi-

gated as well as: Vickers hardness, Young modulus and SAR number, and the structures with the inter-

face zones observed. The samples were machined and grinded and their resistance to abrasion tested 

according to ASTM G75-01. As a result, it is shown that the MMCs exceed the wear resistance of the 

reference base stainless steel.  

Key words: MMCs, TiC, wear resistance, Vickers hardness, structure 

  

INTRODUCTION 
 

The aim of the present work is to synthesize a 

new material or such with improved properties 

based on a metal matrix reinforced with TiC 

particles. Metal matrix composites (MMCs) are 

characterized with the presence of hardening and 

clearly defined interface zones. The main objec-

tive of the present study is to obtain a metal ma-

trix composite material characterized by in-

creased strength and high wear resistance.  An-

other task is to investigate the mechanism of 

formation of stable multiphase systems as well as 

to offer technology for directed production of 

composites with predefined properties. 

In order to achieve the above-mentioned tasks 

systematic investigations have been carried out 

connected with the processes of application of 

different types of carbides on the surface of the 

metal substrate. Various technologies are used 

for this purpose, such as: 

1. Laser Melt Injection with dusting in the 

melting zone  

2. Plasma welding by feeding additional 

powder material using Plasma-Pulver / Plasma 

Melt Injection. 

Carbides are compounds between metal and 

carbon and most commonly they have the formu-

la MeC [1]. 

These compounds have some of the highest 

melting temperatures, e.g. SiC - 2700
о
С; TiC– 

3140
о
С; ZrC – 3530

о
С; TaC – 3880

о
С; VC – 

2830
о
С; WC – 2600

о
С.  

In this study, TiC has been chosen for 

synthesizing the metal matrix composites. 

Titanium carbide is appropriate as a reinforcing 

component in composite materials due to its 

stability, hardness and wear resistance.    

A potentially profitable application is local 

reinforcement on stainless steels with TiC 

particles which produce a steel surface with 

improved wear-resistance characteristics [2]. 
 

MATERIALS AND METHODS 
 

Materials 

 

In the present study the main types of 

stainless steels, namely ferrite X2CrTi12, 

according to BDS EN 10088-4: 2009 [3], 

austenitic X5CrNi18-10, as well as its ASTM 

analog 304 [4] X15CrNi25-20 and X6CrNiTi18-

10, have been investigated as possible metal 

matrices. There microstructure is composed of δ-

Fe phases and γ-Fe phases. Laser welding and 

industrial welding are suitable for stainless steel 

304 and X1NiCrMoCuN20-18-7. The methods 

used to apply TiC as an enhancing component 

require the addition of various metallic powder 

blends as binder component. Specifically, we 

have chosen the TRIBALOY® T-800 alloy. The 

TRIBALOY® T-800 alloy is in powder form. It 

mailto:imarkovska@btu.bg
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was selected because of its high wear resistance, 

which is further enhanced by the use of carbide 

materials. 

 

Methods 

 

The raw materials and MMCs were studied 

mainly by X-ray analysis, infrared (IR) spectros-

copy, differential thermal analysis (DTA), scan-

ning electron microscopy (SEM) etc. 

Thermal analyzes were carried out on a com-

plex apparatus for thermal analysis (STA 449 F3 

Jupiter), NETZSCH - Germany, under heating up 

to 1000 
о
C at a speed of raising the temperature 

10 
0
C/min.  

Infrared spectroscopy FT-IR - spectra were 

made with Tensor 27 Fourier infrared spectro-

photometer FTIR (Bruker, Germany) in the 

range of 400-4000 cm
-1

. Measurements were 

carried out at room temperature, samples (0,3 

mg) was tabletted with KBr (100 mg) at a pres-

sure of 2-4 atm. 

Measurement of structure – micro and macro 

structure - the study of microstructure is viewed 

by microscope Axiovert 200MAT and Axio-

vision camera for recording. Metallographic 

samples were etched by a mixture of 10 ml 

HNO3, 20 ml of HCl and 30 ml H2O. The sam-

ples were held in the solution for 15 min and 

then polished.  

Measurement of hardness - the study of the 

mechanical properties of materials in the range 

of a few micrometers were performed according 

to ЕN ISO 6507-1 with UMT-2M (Bruker-Cetr, 

USA), working with load of 2 N and allowing 

measurement with maximum sensitivity of sam-

ples with dimensions in the millimetre range 

area.  

Resistance to abrasion measurement - SAR 

measured with Miller tester according to ASTM 

G75-01 for the abrasive response of the WC 

composite which gives the relevant values for the 

approved properties compared to the general 

stainless steel characteristics in abrasive condi-

tions. 

Roughness measurement - according surface 

quality requirements as per EN 25178-70:2014 

performed by Hommel Etamic "T8000". 

 

EXPERIMENT 

 

In Plasma Injection, the raw material (the 

powder mixture) must flow into the plasma 

stream to mix with the plasma jet. The raw mate-

rial should be mixed with the plasma to molecu-

lar level.  

A turbulent flow of homogeneously mixed 

plasma and particles goes on the metal support 

[5-7]. The experiment was carried out in Plas-

mastar Source 250 apparatus. This apparatus 

provides a local melting of the substrate. 

The second method used in this study, the La-

ser Powder Injection, has the following specific 

advantages: process flexibility (wide range of 

controllable parameters), excellent adhesion to 

the substrate, low porosity of the coating, the 

laser beam acting only locally on the desired 

area, the composite can be formed with an arbi-

trarily chosen direction of application, carried 

out in a protective gas environment (protection 

from environmental influences). There is a rela-

tively little thermal deposition onto the applica-

tion area. This method allows to locally deposit a 

surface coating so that the width of a linear zone 

is in the range of 1.5-3 mm.   

These advantages make it possible to apply 

the protective coating precisely to the desired 

area which is subjected to severe wear [8, 9]. 

 

RESULTS AND DISCUSSION 
 

Different kinds of tests were used to charac-

terize the coatings prepared. In order to obtain a 

qualitatively composite coating, homogeneous 

mixing of Tribaloy® T-800 particles with TiC is 

required. The morphology of the resulting pow-

der blends was characterized by FT-IR and DTA. 

Figure 1 shows the infrared spectrum of the ini-

tial powder (powder mixture of Tribaloy T-800 

and TiC). The results of the thermal analysis are 

shown in Fig. 2. 

The preparation of powder mixtures has a de-

termining effect on the morphology of the layers 

applied onto stainless substrates. 

Figure 1 shows the FT-IR spectra of powder 

mixture of Tribaloy T-800 and TiC. The bands of 

the major groups in them are shown as follows: 

at 3431.82 cm
-1

, 2921.05 cm
-1

, 2852.37 cm
-1

, 

1631.53 cm
-1

, 1164.85 cm
-1

, 1088.69 cm
-1

, 

797.98 cm
-1

, 780.89 cm
-1

, 695.25 cm
-1

, 591.72 

cm
-1

, 516.38 cm
-1

 and 458.53 cm
-1

. Figure 1 

shows that at 3441.62 / 3432.02 cm
-1

 a broad 

band is observed  which  corresponds to the  O-H 
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Fig. 1. FT-IR of Tribaloy T-800 and TiC 

 
hydrogen bonding groups. The presence of water 

is confirmed by the strong deformation of the O-

H bond at 1633.99 cm
-1

, which is attributed to 

the deformation variations of O-H in H2O.  These 

asymmetric valent vibrations for the -OH groups 

and symmetric valent vibrations for the H-O-H 

groups are an indication of the humidity of the 

original powder mixtures. In Figure 1 the Ti-O-C 

bonds at 516.72 cm
-1

 and Ti-C at 797.98 cm
-1

 

were visible, while an expected Ti-Co vibration 

spectrum of 360 cm
-1

 is not visible.  It is also 

expected to show the spectrum of deposited TiC 

in the 230-250 cm
-1 

range. The multiple high 

peaks in the range of 1088 cm-1 are due to O-Si-

O bonds. 

 
Fig. 2. DSC of initial mixture of Tribaloy T-800 

and TiC 
 

 

Figure 2 shows the thermal analysis results.  

The above-mentioned analyses of raw materials 

were carried out in order to investigate the 

processes that occur in them under heating. The 

thermal method shows the various steps in 

weight loss due to dehydration and oxidation 

reactions (due to burning of carbon compounds).   

Experimental results show that the presence 

of a binding layer between the beads of the solid 

phase improves the mechanical strength of the 

materials. The metal which is the bonding layer 

is modified by the solidification and this process 

increases the strength of the metal matrix 

composite. Additionally, the resulting dense 

bonding phase prevents the appearance of 

microcracks in it as well as the passage of 

microcracks through the hardly melting TiC 

beads. In this way the mechanical strength of 

MMCs visibly increases.   

Figure 3 shows a TiC layer deposited on a 

steel  X5CrNi18-10 substrates. 

 

    
 

Fig. 3.  TiC layer applied on X5CrNi18-10 

 

Some of important physicomechanical prop-

erties of the synthesized materials, such as hard-

ness, Young modulus, and wear resistance are 

measured. The hardness and elastic modulus 

values in both samples show a large scatter in 

some tests, due to the non-homogeneity of the 

surface and its high roughness. Nevertheless, 

there is a comparative repeatability of most of 

the values. This fact indicates that their corre-

sponding micro-indents have fallen into an area 

of the same material. If the most repetitive values 

are subtracted and grouped, these three groups 

would have to correspond to the hardness and the 

modulus of elasticity of the parent metal and the 

interface zone (Figure 4).  
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Fig. 4. Hardness and Young modulus distribution  
 

The abrasion wear analysis was performed in 

accordance with ASTM G75-01, defining SAR 

numbers (abrasion resistance in slurry). All 

experiments were carried out in a medium of 

distilled water and solid particles of alumina 

powder with a size of 0.045-0.075 mm (99.7% 

Al2O3, 0.2% Na2O, 0.02% Fe2O3, 0.02% SiO2).  

The samples were subjected to controlled wear 

by simulating an oscillating motion. This 

determines the resistance of the test sample 

material. Two types of samples were compared. 

Two specimens of steel support X5CrNi18-10 

coatings with TlC were compared to uncoated 

steel to determine cumulative mass loss and 

wear. 

Pictures of the original patterns subjected to 

wear are shown in Fig. 5. (Samples No.22 and 

23), while Fig. 6 shows pictures of the samples 

after the wear tests. 

 

     
 

Fig. 5. Surface of the material before  the test 
 

 

 
 

Fig. 6. Surface of the material after the test  

 

In order to assess the impact of the abrasive 

material after the Miller test, the roughness of the 

surface was investigated. Initially, a hand-held 

measurement was performed by Mitotoyo 

apparatus, which is shown in Figure 7 

 

 
 

Fig. 7. Investigation of material roughness with 

Mitotoyo's hand tool 

 

Figure 8 shows a three-dimensional view of 

the worn out surfaces. 
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Fig. 8. Surface profile of MMCs 

                                                                                      

The figure shows strips of deformation due to 

the influence of the solid particles of Al2O3 on 

the surface of the samples. They also show 

hardening carbide zones, which are more 

resistant to wear. That’s why the typical ulcers 

can be seen in the above figure. 

 

 
 

Fig. 9.  Raster image of characteristic worn areas 

of Tribaloi T-800 + TiC 

 

The statistical data have been summarized 

and then presented in Fig. 10. 

 

 
 

Fig. 10.   Static distribution of the measured 

morphological characteristics  

 

CONCLUSIONS 

 

1. Suitable compositions of mixture of carbides 

and Tribaloy® T-800 powders for preparing of 

uniform deposition are established. 

2. The technological parameters of coating 

regimes forming metal matrix composites 

(MMCs) were determined experimentally in 

accordance with the technological possibilities of 

the Plasma Reis installation and the Rofin laser 

installation in the department of Maschinenbau, 

TU Chemnitz, Germany.  

3. The influence of the basic technological 

parameters in the plasma and laser deposition of 

the composite coatings on their structure, 

composition and mechanical properties was 

determined. 

4. Around the TiC particles the uniform 

distribution of the solidified Tribaloy® T-800 

alloy has been shown. This is a solid solution of  

fcc cobalt (α-Co) and dendritic formations, so-

called intermetallic Laves phase consisting of 

Co3Mo2Si and Co2MoCr. 

5. It was found out that composite materials with 

≈ 20% titanium carbides and Tribaloy® T-800 

obtained at parameters 2.1 kW and a dust / gas 

flow rate of 4 l/min have wear resistance which 

is higher than the stainless steel base material. 
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ABSTRACT 

 

Many industrial production facilities form significant amounts of side products many of which re-

main practically unused after the main technological process and are dumped as industrial waste. 

Ashes from a thermal power station, clay and coal were used as raw materials for production of 

bricks. The samples of all prepared blends conform to the requirements of BDS EN ISO 10545 and 

can be used for production of construction ceramic articles. The development of particular engineer-

ing decisions for ecologically friendly management of the wastes from the mineral processing industry 

and their practical implementation is an important step towards resource effectiveness. 

Key words: waste, ash, ceramic materials, properties 

 

INTRODUCTION 

 

The shortage of traditional raw materials on 

the one hand and the modern tendencies for im-

plementation of non-waste technologies, on the 

other, have boosted the development and intro-

duction of new materials obtained from local raw 

materials and industrial wastes for production of 

construction ceramic materials. 

Certain experience in the field of production 

of bricks from ashes has been accumulated al-

ready in Spain, France, Germany, Poland, Rus-

sia, etc. [1-2]. Methods for manufacturing con-

struction ceramic materials on the basis of com-

bustion wastes [3], drilling slime, volatile sols, 

slag and sawdust [4-5], wastes from galvanic 

production lines, lime containing and abrasive 

wastes [6], contaminated mineral sediments [7] 

are applied without making changes in the pro-

duction facilities and obtaining products of simi-

lar quality. 

In this respect, the aim of the present work is 

to study the possibility to utilize ashes from 

thermal power stations for production of con-

struction ceramic articles. Taking into account 

the severe ecological risks, the utilization of the 

ashes solves the problem of their storage on ara-

ble land. 

 

EXPERIMENT 
 

The raw materials used for the experiments 

were ashes from a thermal power station, clay 

and brown coal. Their chemical compositions are 

presented in Table 1.  

The clay used was from the “Buchvata” de-

posit near Pleven. It has been categorized as me-

dium plastic, easy melting and with medium 

cohesion.  

 

Table 1. Chemical compositions  of raw materi-

als, mass% 

 

Raw 

materials 
Ash Clay Coal 

SiO2 48,32 63,44 22,00 

Al2O3 17,90 15,25 10,48 

Fe2O3 18,01 4,81 3,68 

CaO 4,52 5,63 1,88 

MgO 2,34 1,46 0,80 

K2O +Na2O 2,40 1,76 - 

TiO2 0,87 - - 

MnO 0,04 - - 

SO3 - - 1,16 

Loss of  

ignition 
5,60 7,65 60,00 

 

The coal used was clay-coal mixture of brown 

coal of class 0-40 mm. It has calorific value 2700 

– 3700 Kсal/kg and content of ashes - 40%.  

Figure 1 shows the diffractogram of the ash. 

The most intense reflexes observed for the ashes 

were for quartz, magnetite, albite and amorphous 

phase. The clay has the following phase compo-

sition: quartz – 30%, muscovite type mica and 

illite – 18%, halloysite – 14%, albite – 14%, 

montmorillonite – 12% and microcline – 10%.  
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Fig. 1. Diffractogram of ash 

 

Four sample blends with constant coal content 

were prepared for the experiments. The composi-

tions of the blends are shown in Table 2. 

 

Table 2. Compositions of the blends, mass% 
 

Compositions Ash Clay Coal 

ACLC1 60 20 20 

ACLC2 50 30 20 

ACLC3 40 40 20 

ACLC4 30 50 20 

 

Based on the blend compositions, their chem-

ical compositions were calculated and presented 

in Table 3. 

 

Table 3. Chemical compositions of the blend, 

mass% 
 

Compositions ACLC1 ACLC2 ACLC3 ACLC4 

SiO2 46,08 47,59 49,10 50,62 

Al2O3 15,89 15,62 15,35 15,09 

Fe2O3 12,51 11,19 9,87 8,54 

CaO 4,21 4,32 4,44 4,55 

MgO 1,86 1,77 1,68 1,59 

Na2O + K2O 1,79 1,73 1,66 1,60 

TiO2 0,52 0,44 0,35 0,26 

MnO 0,02 0,02 0,02 0,01 

SO3 0,23 0,23 0,23 0,23 

Loss of  

ignition 
16,89 17,09 17,30 17,51 

 

The sample blends were mixed and homoge-

nized by combined milling in a ball mill for 3h, 

plasticized with 8% distilled water. After granu-

lation through a 0.5mm sieve, samples were pre-

pared from the blends by the method of semidry 

pressing under pressure of 50МРа.  

The samples were sintered in superkanthal 

furnace NABER equipped with program regula-

tor EUROTERM 822 to control the sintering 

process. The sintering was carried out at temper-

atures in the interval 900 -1050ºС at heating rate 

of 5ºС/min and isothermal period at the highest 

temperature 3h.  

 
RESULTS AND DISCUSSION 

 

Blends ACLC1 – ACLC4 had the same coal 

content of 20 mass%. The content of ashes was 

from 60 to 30 mass%, while clay content was 

from 20 to 50 mass%. The samples were charac-

terized with respect to water uptake, apparent 

density and apparent porosity. The results ob-

tained are shown in Table 4.  

 

Table 4. Physicochemical properties of the  

samples 

 

Composi- 

tions 

Т, 

°С 

ρ
app..10

-3
, 

g/m
3
 

W, 

% 

Papp., 

% 

 

ACLC1 

900 1,53 34,80 52,20 

950 1,52 33,10 50,31 

1000 1,54 31,70 48,82 

1050 1,56 30,11 46,97 

 

ACLC2 

900 1,48 36,30 53,72 

950 1,50 34,44 51,60 

1000 1,52 33,21 50,48 

1050 1,54 31,52 48,54 

 

ACLC3 

900 1,46 37,81 55,20 

950 1,48 36,10 53,43 

1000 1,50 34,60 51,90 

1050 1,52 34,10 50,31 

 

ACLC4 

900 1,44 39,21 56,46 

950 1,46 37,41 54,62 

1000 1,48 36,11 53,44 

1050 1,50 34,41 51,62 

 
For all the samples studied, the apparent den-

sity increased with the increase of temperature. 

Besides, the apparent density decreased with the 

decrease of the content of ashes. A tendency of 

increase of the water uptake to 39% at tempera-

ture of 900°С and the apparent density to 54% 

was observed for blend ACLC4. These results can 

be explained by the fact that coal also takes part 

in the combustion process, so large amounts of 

gas phase is released which affects the porosity 

and density of the samples despite that the con-

tents of alkali oxides increased almost twice.  
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The diffractograms of samples prepared from 

blends ACLC2 and ACLC4  are presented in Fig-

ures 2 and 3. 

 

 
 

Fig. 2. Diffractogram of sample of blend ACLC2 

 

For both blends, the characteristic reflexes 

from anorthite, quartz, hematite and amorphous 

phase were registered. For the ACLC4 blend, the 

content of amorphous phase sharply decreased 

with the decrease of the content of ashes. 

 

 
 

Fig. 3. Diffractogram of sample of blendACLC4 

 
A new crystalline phase was registered – al-

bite, while the contents of anorthite and hematite 

decreased.  

Table 5 shows the mechanical strength of the 

samples sintered in the temperature 1050ºС.  

With the increase of amount of ashes, respec-

tively, the increase of the apparent density, the 

mechanical strength of the sample increased. 

Table 5. Mechanical strength of samples 

 

Compositions 

Compressive 

strength, 

МРа 

Bending 

strength, 

МРа 

ACLC1 23 3,0 

ACLC2 21 2,7 

ACLC3 18 2,4 

ACLC4 17 2,3 

 

The values of the mechanical strength of the 

samples obtained correlate with the values of the 

apparent density. For the composition having an 

ash content of 60 mass% (ACLC1), the compres-

sive strength is 23MPa, while the bending 

strength is 3,0MPa.  

The samples conformed to BDS EN ISO 

10545 with respect to compression strength and 

bending strength.  

 

CONCLUSIONS 

 

According to BDS EN ISO 10545 “Ceramic 

tiles“, the physicochemical properties of general 

purpose bricks should conform to the following 

requirements: water uptake not less than 10%; 

cold resistance – not less than 15 cycles; com-

pression strength not less than 6MPa; bending 

strength not less than 1.4MPa. Comparing the 

results obtained for the samples studied to the 

requirements of national standard, it can be seen 

that the samples sintered from all the blends con-

form to the requirements of BDS EN ISO 10545 

with respect to water uptake and mechanical 

strength. 
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ABSTRACT 

 

A simple method of attaching multiple fluorescent labels on an antibody with a dye/DNA conjugate 

to increase the immunoassay sensitivity was suggested. In the work, bovine neutrophil fragments ad-

sorbed on the surface of a 96-well plate were detected by its immunoreaction with a biotinylated anti-

bovine neutrophil antibody. A 30 base pair double-stranded oligonucleotide terminated with biotin 

was attached to the antibody through the biotin/streptavidin/biotin interaction. Multiple labeling of the 

antibody was achieved after a fluorescent DNA probe was added into the solution and bound to the 

oligonucleotide. By comparison with fluorescein-labelled streptavidin, the assay with the dye/DNA 

label produced up to 2-fold increase in fluorescence intensity, and consequently about 7-fold lower 

detection limit. The multiple labelling method uses readily available reagents, and is simple to imple-

ment.  

Key words: fluorescence immunoassay, antibody labelling, multiple labels, Dye/DNA conjugate, 

neutrophils 

 

 

INTRODUCTION 

 

Immunoassay methods have been widely used 

in many important areas, such as drug discovery, 

diagnosis of diseases, therapeutic drug monitor-

ing and environmental monitoring due to their 

high specificity, simplicity, and versatility. The 

acquirement of detection signal usually entails 

labelling of antibodies or antigens with specific 

types of signal molecules or groups, such as ra-

dioisotopes, enzymes, metal complexes, and 

fluorescent dyes [1–3]. 

The fluorescent labels for the labelling of an-

tibodies, which provide exquisite sensitivity [4] 

and guarantee the reliability of quantitative de-

termination, should be bright and stable enough 

in single-molecule fluorescence detection. Usual-

ly, a fluorescent dye molecule is coupled to the 

target molecules to generate a detectable signal. 

However, the major difficulty limits the sensi-

tivity: when these fluorophores are used, it re-

sults in relatively low fluorescence signal intensi-

ty. Because one antibody can only be labelled 

with one or a few fluorophores, the fluorescence 

signal is too weak to be detected when the target 

concentration is low. However, the sensitivity of 

the current fluorescence immunoassay technolo-

gy needs to be improved substantially. 

Immuno-PCR has been reported to improve 

the immunoassay sensitivity by 100- to 10 000-

ffold [5], but requires a separate set of assay for 

DNA quantification. While chemiluminescence 

has been proven to be a very sensitive detection 

method, it is very difficult to implement the 

method on microarrays, since the light-emitting 

species are not confined to the surface [6]. 

An alternative approach for signal amplifica-

tion in fluorescence immunoassay is to increase 

the number of labels conjugated to each anti-

body. This can be done by either attaching mul-

tiple labels at multiple sites of the antibody with 

only one label at each site or attaching multiple 

labels at one site with a macromolecular carrier. 

Qin Zhang and Liang-Hong Guo [7] reported 

a simple method of attaching multiple fluores-

cent labels on an antibody with a dye/DNA con-

jugate to increase the immunoassay sensitivity. 

In this work, mouse IgG adsorbed on the surface 

of a 96-well plate was detected by its immunore-

action with biotinylated goat anti-mouse anti-

body. Multiple labeling of the antibody was 

achieved with SYBR Green I fluorescent DNA 

binder. In another work [8] these authors demon-
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strated the utility of the dye/DNA conjugate label 

in both direct and competitive fluorescence im-

munoassays for the detection of 17β-estradiol. 

But this method is not applied to neutrophil cell 

detection in mastitic milk. It is known that sub-

clinical mastitis, which shows no visible signs of 

disease, causes the greatest financial losses to 

dairy farmers. Therefore early detection of sub-

clinical mastitis is an important issue. Until now, 

there has been no developed and implemented 

analytical method to detect early-stage of masti-

tis. 

We have suggested a method of attaching 

multiple fluorescent labels at a single site on 

antibodies. In the work described below, we 

employed a 30 base paired biotinylated double-

stranded oligonucleotide as a carrier for the con-

jugation of multiple fluorescent dyes. It was at-

tached to a biotin-modified anti-bovine neutro-

phil antibody through the high specificity and 

high-affinity biotin-streptavidin interaction. A 

highly fluorescent DNA probe, Yodam1, binds in 

situ to the oligonucleotide at high ratios by the 

specific binding interaction with DNA. 

A comparison was made with fluorescein la-

beled streptavidin in the immunological detec-

tion of antibody on Bovine neutrophil fragments 

(Scheme 1). The dye/DNA conjugated labelled 

immunocomplex produced about 2 fold increase 

in the fluorescence intensity. The improved sen-

sitivity would be very attractive for neutrophil 

cell detection in mastitic milk. 

 

 

 
 

 

Scheme 1. (a) Schematic illustration of the 

antibody multiple labelling strategy using a bio-

tinterminatedDNA to carry a large number of 

fluorescent DNA binders (Yodam 1), and strep-

tavidin to link the DNA to a biotinylated anti-

body. (b) Schematic illustration of the conven-

tional approach of using FITC-streptavidin to 

label an antibody. 

 

MATERIALS AND METHODS 

 

Reagents 
 
Fluorescein 5(6) - isothiocyanate, Isomer I, 

and Yodam1 were provided from Fluka; Bioti-

nyl-N-hydroxysuccinimide (BT-NHS), Streptav-

idin ST, Bovine serum albumin (BSA), Tween 

20, and dimethylformamide (DMF) were pur-

chased from Sigma-Aldrich, Germany; Sepadex 

G25 Medium was delivered by Pharmacia Fine 

Chemicals, Sweden. All other chemical reagents 

were pushed from Sigma-Aldrich. 

 

Neutrophil fragment and anti-bovine neu-

trophil antibody obtaining 
 
Bovine neutrophil fragments and anti-bovine 

neutrophil antibody were obtained as described 

in our previous paper [9]. 

 

Obtaining of anti-bovine neutrophil anti-

body-biotin conjugate 
 
The antibody-biotin conjugate was prepared 

by the method of Zhang and Guo [7] with some 

modifications. Anti-bovine neutrophil antibody 

(Ab) was diluted in 100 mM carbonate buffer, 

pH 9.5. Biotin-NHS (BT) was diluted with dime-

thylformamide, just before use. The solutions 

were mixed dropwise. The final concentration 

ratio in the reaction mixture was 100 μg BT/1 mg 

Ab. The conjugating sample was incubated at 

room temperature for 3 hours in a shaker. The 

conjugate was purified by Sephadex G-25 Medi-

um gel filtration column (300/10 mm). Flow rate 

was 0.5 mL/min. The elution buffer was 50 mM 

Tris, containing 50 mM NaCl, pH 8. Each frac-

tion was measured for absorbance at 224 nm (for 

BT-NHS) and 280 nm (for protein) and UV-Vis 

spectrophotometric scan of the conjugate fraction 

was made on UV-Vis Spectrophotometer Jenway 

6900. 

 

Streptavidin-FITC conjugating procedure 
 
Streptavidin-fluorescein isothiocyanate (ST-

FITC) conjugation was performed by the method 

described in our previous paper (Becheva et al. 

2017). Briefly, the reaction mixture contained 

167 μg FITC/1 mg ST. The conjugate was puri-

fied by gel filtration with Sephadex G-25 Medi-

um column (70/10 mm). Flow rate was 0.5 

mL/min. The elution buffer was 50 mM Phos-

phate Buffer Saline (PBS), pH 7.4. Absorbance 

of each fraction was measured at 280 nm (for 

protein) and 495 nm (for FITC). The conjugate 
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fraction was analyzed by UV-Vis and fluores-

cence spectrophotometric assays (UV-Vis Spec-

trophotometer Jenway 6900 and Fluorescent 

Spectrophotometer F96Pro). 

Protein concentration and moles fluorescent 

dye per mole protein (F/P) of the obtained conju-

gate were calculated with the following equa-

tions: 

Protein concentration (M) = (A280 – (A495 x 

0.3)) / ε protein 

F/P = A495 / (ε fluorescent dye x Protein concentra-

tion) 

ε protein for streptavidin is 168 960 M
-1

cm
-1

  

ε fluorescent dye for FITC is 68 000 M
-1

cm
-1

. 

The optimal ratio of F/P is 2 – 5. 

 

BT-DNA 
 
A 30 base pair biotinylated double-stranded 

oligonucleotide (BT-DNA) was obtained by 

hybridizing two complementary single-stranded 

oligonucleotides purchased from Sigma-Aldrich 

( Germany): strand A, biotin-5'-TTT TTT TTT 

GCG GGT AAC GTC AAT ATT AAC TTT 

ACT CCC-3'; strand B, 5'-GGG AGT AAA GTT 

AAT ATT GAC GTT ACC CGC- 3'. The nine 

thymine nucleotides on strand A are designed to 

minimize possible spatial hindrance to binding 

with streptavidin. 

The two oligonucleotides were mixed in 2 

×SSC buffer (0.3 M NaCl, 30 mM sodium cit-

rate, pH 7.0), denatured at 95
0
C for 5 min on a 

Gene Amp
R  

PCR System 9700, and then natural-

ly cooled down to room temperature. 

The concentration of the oligonucleotide was 

determined by absorbance at 260 nm. 

 

ELISA with Ag-Ab-BT-ST-BT-DNA-

Yodam1 
 
ELISA procedures were performed by using a 

modified version of the methods of Zhang and 

Guo (2007). 

Variety concentrations of neutrophil frag-

ments (Ag) from 20 to 1000 μg/mL in 50 mM 

carbonate buffer, pH 9.6 (50 μL each) were add-

ed to microtiter plate wells. Incubation at 4°C, 

overnight was performed. The plate was washed 

three times with 200 μL washing buffer (50 mM 

Tris, 50 mM NaCl, 0.1% Tween 20, pH 7.4). 

Then, wells were blocked with 200 μL 50 mM 

PBS, containing 1% bovine serum albumin 

(BSA), pH 7.4, at 4°C, overnight. The washing 

procedure was performed as described above. 

After that, 50 μL of 300 μg/mL anti-bovine neu-

trophil antibody, conjugated with BT, were add-

ed and the samples were incubated at 37°C for 2 

hours in a shaker. Then, they were washed again. 

ST solution (10 μg/mL in 50 mM Tris, 50 mM 

NaCl, pH 8) (50 μL) were added and were incu-

bated at 37°C for 2 hours in a shaker. The sam-

ples were washed. BT-DNA 40 mM in 2 x SCC, 

pH 7, (50 μL) were added and the samples were 

incubated at 37°C for 1 hour in a shaker. Then, 

they were washed again. Finally, 200 μL of fluo-

rescent dye Yodam1 0.5 μg/mL in 50 mM PBS, 

pH 7.4, were added and incubated at 37°C for 10 

min. 

The absorbance of the samples was measured 

on microplate reader Rayto RT-2100C (492 nm 

wavelength). The fluorescence intensity was 

measured on Perkin Elmer Spectrophotometer 

LS45 (excitation 476 nm, emission 511 nm, volt-

age 800 V). 

 

ELISA with Ag-Ab-BT-ST-FITC 
 
First steps of the assay were the same as de-

scribed above (ELISA with Ag-Ab-BT-ST-BT-

DNA-Yodam1). ST-FITC conjugate (10 μg/mL in 

50 mM PBS, pH 7.4) (50 μL) were added in the 

wells after the anti-bovine neutrophil antibody-

BT step. The samples were incubated at 37°C for 

2 hours in a shaker. 

The absorbance of the samples was measured 

on microplate reader Rayto RT-2100C (492 nm 

wavelength). The fluorescence intensity was 

measured on Perkin Elmer Spectrophotometer 

LS45 (excitation 495 nm, emission 518 nm, volt-

age 800 V). 

 

RESULTS AND DISCUSSIONS 

 

1. Proving of anti-bovine neutrophil anti-

body-biotin conjugate and purification  
 
Anti-bovine neutrophil antibody – biotin con-

jugate was prepared to determinate the Bovine 

neutrophil fragments. The conjugating mixture is 

composed of antibody- biotin conjugate, free 

antibody and unconjugated Biotin. The mixture 

was filtrated with Sephadex G25 Medium for 

size-exclusion chromatography. The results of 

anti-bovine neutrophil antibody-BT filtration are 

shown on Figure 1. The obtained purified conju-

gate was in fraction number 6 and fraction num-

ber 7. They were mixed together. The successful 

conjugation was proved by 6900 UV/Vis Spec-

trophotometer JENWAY. UV-Vis spectropho-

tometric scan comparison was made (Figure 2). 

The obtained conjugate had two peaks – the 

first at 222 nm  and  the  second  at 273 nm.  The  
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Fig. 1. Sephadex G-25gel filtration of anti-

bovine neutrophil antibody-Biotin conjugate. 

Absorbance at 224 nm (♦) and 280 nm (■). 

 

first one was a slightly shifted characteristic peak 

for biotin-NHS molecule (224 nm), and the se-

cond one was similar to uncoupled antibody peak 

(270 nm). This shift proves the antibody- Biotin 

coupling. 

 

 
Fig. 2. UV-Vis spectrophotometric assay of 

the obtained anti-bovine neutrophil antibody-

Biotin conjugate (1), uncoupled anti-bovine neu-

trophil antibody (2) and uncoupled Biotin-NHS 

(3). 

 

2. Streptavidin-FITC conjugate purifica-

tion and proving 
 

The conjugating mixture has Streptavidin -

fluorescent dye conjugate, free Streptavidin and 

unconjugated dye. The mixture was filtrated with 

Sephadex G25 Medium for size-exclusion chro-

matography. The conjugate has the highest mo-

lecular weight in the mixture and exits from the 

first column (fraction 3), (Fig. 3). The absorption 

of the fraction 3 was calculated with equations to 

prove the conjugation. 

Fluorescent dye: protein ratio (F/P) is in op-

timal values (3–10). 

 
 

Fig. 3. Sephadex G-25gel filtration of a strep-

tavidin-FITC conjugate. Absorbance at 280 nm 

(♦) and 495 nm (■). 

 

Fraction 3 has 0.4 mg protein concentration 

and 3.8 F/P Scan of the fraction 3 with 6900 

UV/Vis Spec trophotometer JENWAY was made 

to confirm the streptavidin –FITC coupling (Fig-

ure 3).  

 

 
Fig. 4. UV-Vis spectrophotometric assay of 

the obtained streptavidin-FITC conjugate (1), 

uncoupled streptavidin (3) and uncoupled FITC 

(2). 

 

The Streptavidin–FITC conjugate has two ab-

sorption maximums: the first at 275 nm and the 

second at 495nm.  

The maximums absorbing wavelengths in 

conjugate spectrum, which are characteristic of 

protein and free FITC, were slightly shifted from 

270 to 275 nm compared with free antibody and 

from 490 to 492 nm compare with free FITC 

(Fig. 4). 

Figure 5 shows the fluorescence spectropho-

tometric analysis of the obtained conjugate and 

unbound FITC and was performed with Fluores-

cent Spectrophotometer F96Pro. The free FITC 

has a peak at 520 nm and streptavidin –FITC 
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conjugate has a peak at 525 nm. This shift proves 

the antibody-dye coupling. 

 

 
 

Fig. 5. Fluorescence spectrophotometric assay 

of the obtained streptavidin-FITC conjugate (1) 

and uncoupled FITC (2). 

 

3. Calibration curves of fluorescence im-

munoassay for the detection of neutrophil 

fragments using the Yodam1/BT-DNA conju-

gate label and fluorescent molecular label. 
 
In the system reported here, DNA structures 

serve as a template for assembling the intercalat-

ing dyes into fluorescent arrays. The biotinylated 

double-stranded oligonucleotide (BT-DNA) was 

obtained by hybridizing two complementary 

single-stranded oligonucleotides. The BT-DNA 

has a sequence with 9 thymine nucleotides at the 

biotin end acting as a spacer to reduce the steric 

hindrance between BT-DNA and the surface-

confined Ag/BT-Ab/SA interaction. High densi-

ties of fluorophores are assembled in a very 

small region of base pairs in the DNA helix, yet 

the DNA template keeps them far enough away 

from  each other to prevent self quenching. All 

the experimental data obtained above support our 

notion that the Yodam1/BT-DNA conjugate can 

be used effectively to attach multiple fluorescent 

labels in immunoassays. The assay protocol de-

scribed in the Experimental Section was estab-

lished after a series of optimization experiments 

were performed to determine the optimal concen-

tration, reaction time, and temperature for neu-

trophil fragments/BT-Ab immunoreaction and 

biotin/streptavidin binding. The optimal condi-

tions for the binding of BT-DNA/ Yodam1 con-

jugate to the surface-attachedAg/BT-Ab/SA im-

munocomplex were investigated as follows. The 

concentrations of the reagents for the formation 

of the immunocomplex were: neutrophil frag-

ments (Ag) from 20 to 1000 μg/mL for plate 

coating, 300 μg/mL BT-Ab for immunoreaction, 

and 10 μg/mL SA for BT-Ab binding. BT-DNA 

40 mM were then added to the plate. After bind-

ing of BT-DNA to SA on the surface, 200 μL of 

fluorescent dye Yodam1 0.5 μg/mL were added 

into the plate and the fluorescence intensity was 

measured. 

After all the reaction parameters were opti-

mized, a direct comparison was made between 

the dye label and the dye/DNA conjugate label 

format in the immunoassay for neutrophil frag-

ments. The experiment is illustrated in Scheme 1.  

Neutrophil fragments coating and BT-Ab reac-

tion were performed in the same way for (with) 

the two labelling formats, with the neutrophil 

fragments concentration varied from 20 to 1000 

μg/mL. The results obtained in the comparison 

experiment are shown in Figure 6. 

 

 
 

Fig. 6. Fluorescence immunoassay for the de-

tection of Neutrophil fragments using the 

Yodam1/BT-DNA conjugate label (■) and FITC 

molecular label (♦). Each data point is the aver-

age of three replicate measurements. 

 

Under the optimal conditions, the fluores-

cence intensity was proportional to the neutrophil 

fragments concentration. The typical fluores-

cence curves of Ag-Ab-BT-ST-BT-DNA-

Yodam1 and Ag-Ab-BT-ST-FITC at different 

concentrations in the range from 20 to 1000 

μg/mL are shown in Figure 6. Yodam1 was se-

lected, because its fluorescence excitation and 

emission maximum wavelengths are close to that 

of fluorescein, to which the Yodam1/DNA con-

jugate is going to be compared. In both assays, 

the fluorescence signal is progressively higher 

with increasing neutrophil fragments concentra-
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tion, suggesting that both methods can be used 

for quantitative detection of immunoassays. 

However, in the whole range of the Ag con-

centration examined, the intensity of the 

Yodam1/DNA labelled assay is persistently 

higher than the dye-labelled assay. It was found 

that the linear range under optimal conditions is 

100- 400 μg/mL with calculated limit of lower 

detection - 70 μg/mL neutrophil fragments for 

the dye-labeled assay and 20- 600 μg/mL with 

calculated limit of lower detection 10 μg/mL 

neutrophil fragments for the dye/DNA conju-

gate-labelled assay, respectively. Obviously, the 

dye/DNA multiple labelling strategy improved 

the detection sensitivity for neutrophil fragments. 

 

 
 

Fig. 7. ELISA test for the detection of Neu-

trophil fragments using the the Yodam1/BT-

DNA conjugate label (■) and FITC molecular 

label (♦) 

 

The sensitivity improvement of immunoassay 

by using Dye/DNA conjugate is confirmed also 

by the measured absorbance of the samples on 

microplate reader Rayto RT-2100C (492 nm 

wavelength). As illustrated in Figure 7, for both 

methods, absorbance is increased with increasing 

the neutrophil fragments concentration. The re-

sults show that the absorption values for the dye-

labelled assay are lower than the absorption val-

ues for the dye/DNA conjugate-labelled assay. 
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ABSTRACT 
 

The chemical composition of dill (Anethum graveolens L.) commercial essential oils was studied. 

Carvone (46.89%) and limonene (28.93%) were the dominant compounds in the dill seed oil. The ma-

jor components in dill weed oil were carvone (27.81%), limonene (16.94%), α-phellandrene (15.87%) 

and p-cymene (14.18%). The antioxidant and antimicrobial activities of essential oils were also de-

termined.  

Key words: dill, essential oils, chemical composition, antioxidant and antimicrobial activities 

 

INTRODUCTION 
 

Dill oil is obtained from the dill plant (Ane-

thum graveolens L.) family Apiaceae in two dif-

ferent forms: 

Dill seed oil is obtained by steam distillation 

of the crushed ripe fruits of the dill plant. Its 

main components are limonene (up to 40%) and  

(+)-carvone (up to 60%). [5, 10, 11, 13, 15, 19, 

20, 26, 28]. 

Dill weed oil is obtained by steam distillation 

from dill weed (herb) before the fruits become 

mature. Its main components are -phellandrene 

(10 – 20%), limonene (30 – 40%) and carvone 

(30 – 40%) [3, 5, 9, 10, 18, 20, 23, 29].  

The oils demonstrate antimicrobial [4, 7, 8, 

10, 14, 15, 17, 19, 24] and antioxidant [1, 2, 25, 

26] properties and have been traditionally used 

for food products [3, 12]. 

The aim of the present study was to determi-

ne the chemical composition, antimicrobial and 

antioxidant activities of Bulgarian commercial 

essential oil from dill (Anethum graveolens L.). 

 

EXPERIMENT 
 

Samples of essential oils. Essential oils of dill 

were commercial Bulgarian samples.  

The physical-chemical properties of the oils 

were measured according to Russian Pharmaco-

poeia [22]. 

Chemical composition of essential oils. Gas 

chromatography (GC) analysis was performed 

using gas chromatograph Agilent 7890A; column 

HP-5 ms (30 m x 250 m x 0.25 m); tempera-

ture: 40
o
C/3 min, 5

o
C/min to 300

o
C for 5 min, 

total 60 min; carrier gas helium 1mL/min cons-

tant speed; split ratio 30:1. 

GC/MS analysis was carried out on a mass 

spectrometer Agilent 5975C, carrier gas helium, 

the column and temperature were the same as in 

the GC analysis. 

The identification of the chemical compounds 

was made by comparison with their relative re-

tention time and library data. The identified 

components were arranged in order of the reten-

tion time and their quantity was given in percen-

tage. 

Antioxidant activity determination 

DPPH assay. The 1,1-diphenyl-2-picryl hyd-

razyl radical (DPPH) (Sigma) scavenging activi-

ty assay was performed according to the proce-

dure described by Thaipong et al. [27] with some 

modifications by Marchev et al. [16]. 

ABTS assay. The procedure was previously 

described by Re et al. [21] and some modifica-

tions by Marchev et al. [16]. 

Ferric reducing antioxidant power (FRAP). 

FRAP assay was conducted by the modified met-

hod by Benzie and Strain [6] from Marchev et al 

[16].  

Cupric reducing antioxidant capacity (CUP-

RAC). The method was adapted according to 

Apak et al. [1]. 

mailto:midimow@abv.bg
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Oxygen radical antioxidant capacity (ORAC) 

assay. The lipophilic Oxygen Radical Absorban-

ce Capacity (L-ORAC) assay measures by Mar-

chev et al. [16].   

Antimicrobial activity. Microorganisms which 

are frequent micro flora in cosmetic and food 

products were examined as test culture: Gram-

positive bacteria Staphylococcus aureus ATCC 

6538, Kocuria rhizophila ATCC 9341 (Micro-

coccus luteus) and Bacillus subtilis ATCC 6633; 

Gram-negative bacteria: Esсherichia coli ATCC 

8739, Pseudomonas aeruginosa and Salmonella 

abony NTCC 6017. 

The microorganisms were received from the 

National Bank of Industrial Microorganisms and 

Cell Cultures, Sofia. 

The antimicrobial activity of the oils was in-

vestigated by the method of diffusion in agar 

using pits with a diameter of 8 mm under stan-

dardized conditions [30]. Testing was done on 

Oxoid nutrient medium [Lab-Lemco Powder 

(Oxoid L 29) – 3.0 g, Peptone (Oxoid L 7) – 5.0 

g] with 2% agar. 50 l of the corresponding oils 

were dripped in the pits. After their cultivation at 

37
О
С for 24 h the diameters of the sterile zones 

were accountted in mm. 

 

RESULTS AND DISCUSSION 

Some of the physical and chemical character-

istics of the oils are shown in Table 1. As can be 

seen, the values of the physical and chemical 

characteristics of the oils are almost equal with 

the literature data. 

Table 1. Physical-chemical properties of oils. 

 

The chemical composition of the essential 

oils is listed in Table 2. 

Remarkable quantitative differences between 

both studied essential oil samples were detected. 

 

 

 

Table 2. Chemical composition of the essential 

oils, % 

* not determined  

 

As can be seen, 12 components representing 

90.25% of the total content were identified in dill 

seed oil. Five of them were in concentrations 

over 1% and the rest 7 constituents were in con-

centrations under 1%. The major constituents (up 

to 3%) of the oil were as follows: carvone 

(46.89%), limonene (28.93%), p-cymene 

(5.03%), dihydrocarvone (4.22%) and dihydro-

carveol (3.10%). 

As can be seen, 14 components representing 

90.88% of the total content were identified in dill 

weed oil. Eight of them were in concentrations 

over 1% and the rest 6 constituents were in con-

centrations under 1%. The major constituents (up 

to 3%) of the oil were as follows: carvone 

(27.81%), limonene (16.94%), -phellandrene 

(15.87%), p-cymene (14.18%), dihydrocarvone 

(5.78%) and dihydrocarveol (3.68%). 

The results of the chemical composition do 

not contradict the literature data. 

The distribution of the major groups of aroma 

substances in the dill seed oil is shown in Fig. 1.  

Oxygen monoterpenes (61.23%) were the 

dominant compounds in the dill seed oil, follo-

wed by monoterpene hydrocarbons (33.2%), 

phenylpropanoids (5.57%) and oxygen monoter-

penes (31.04%).  

The dominant compounds in the dill weed oil 

were oxygen monoterpenes (44.95%) and mono-

terpenes hydrocarbons (39.45%), followed by 

phenylpropanoids (15.60%). 

Properties Dill 

seed oil 

Dill 

weed oil 

Color dark - 

yellow 

pale - 

yellow 

Specific gravity (d
20

20 ) 0.9472 0.9039 

Optical rotation (αD) 55.00
o
 55.06

o
 

Refractive index (n
20

D ) 1.3435 1.5135 

Acid number  

 (mg KOH/g oil) 

15.7 1.2 

№ components RI Dill seed 

oil 

Dill 

weed oil 

1. α-Pinene 939 0.65 1.49 

2. β-Pinene 979 0.11 0.73 

3. β-Myrcene 991 0.09 0.55 

4. α-Phellandrene 998 nd* 15.87 

5. p-Cymene 1024 5.03 14.18 

6. Limonene 1030 28.94 16.94 

7. Terpinolene 1088 0.18 0.27 

8. β-Linalool 1092 0.15 0.41 

9. Dihydrocarvone 1179 4.22 5.78 

10. Dihydrocarveol 1192 3.10 3.68 

11. cis-Carveol 1202 0.25 2.07 

12. Carvone 1205 46.89 27.81 

13. Neodihydrocarveol 1208 0.65 0.88 

14. 2,3-Pinanediol 1278 nd 0.22 

Identified, % 90.25 90.88 
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The results of the antioxidant activity are 

presented in Table 3.   
 

Table 3. Antioxidant activity of dill essential 

oils. 

 

 

As the results show, independently of the 

method used, both oils have antioxidant activity, 

more pronounced in the seed oil. The difference 

in activity is explained by the chemical composi-

tion, such as the content of monoterpene oxygen 

components, which is higher in the seed oil. The 

results for antioxidant activity do not contradict 

the literature data. 

The results of antimicrobial testing are pre-

sented in Table 4. As can be seen, Gram positive 

bacteria Staphylococcus aureus and Kocuria 

rhizophila were sensitive to the dill seed oil (Fig. 

2 and 4). Bacillus subtilis was slightly sensitive 

to the dill weed oil (Fig. 3).  

Gram negative bacteria Esсherichia coli and 

Salmonella abony were sensitive to the investi-

gated oils (Fig. 5 and 7). Pseudomonas aeru-

ginosa was slightly sensitive to the dill seed oil 

and insensitive to dill weed oil (Fig. 6). 

 

 

 

Table 4. Antimicrobial activity of essential oils. 

 

* parallel samples 

 

 
 

Fig. 2. Antimicrobial activity against Staphylo-

coccus aureus. 

 

 
 

Fig. 3. Antimicrobial activity against  

Bacillus subtilis. 

 
 

Fig. 1. Groups of components in dill essential 

oils: 1 – monoterpene hydrocarbons; 2 – oxygen 

monoterpenes; 3 – phenylpropanoids. 

Sample 
DPPH FRAP CUPRAC 

 µM Trolox 

Eq./ml oil 

µM Trolox 

Eq./ml oil 

µM Trolox 

Eq./ml oil 

Dill  

seed oil 

2578.2 7583.6 71696.6 

Dill 

weed oil 

683.0 1833.5 109958.4 

Test- microor-

ganisms 

Diameter of inhibition, mm 

Dill  

seed oil 

Dill 

weed oil 

 1* 2 3 4 

Staphylococcus 

aureus  

ATCC 6538 

23,5 22,4 16,3 20,4 

Bacillus subtilis 

ATCC 6633 
17,5 17,7 12,6 14,1 

Kocuria rhi-

zophila  

ATCC 9341 

21,5 21,9 15,8 17,3 

Escherichia 

coli  

ATCC 8739 

13,6 13,3 13,3 15,2 

Pseudomonas 

aeruginosa  

ATCC 9027 

12,9 13,2 0 0 

Salmonela 

abony  

NCTC  6017 

13,4 16,1 11,6 12,6 
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Fig. 4. Antimicrobial activity against  

Kocuria rhizophila. 

 

 
 

Fig. 5. Antimicrobial activity against Pseudomo-

nas aeruginosa. 

 

 
 

Fig. 6. Antimicrobial activity against Esсherich-

ia  coli. 

 

 
 

Fig. 7. Antimicrobial activity against  

Salmonella aboy. 

 

 

CONCLUSION 
 
The chemical composition, antioxidant and 

antimicrobial activity of commercial dill seed 

and weed oils are investigated. 
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ABSTRACT 

 

The aim of present work is the study of aging processes during thermal degradation of edible oils 

at 130⁰ C. The changes in the chemical structure of the studied five different oils were analysed using 

two different approaches. The first approach is the calculation of a new oxidative spectroscopic index 

(OSI), using as a basis a limited spectral region where significant changes are observed (from 3050 to 

2750 cm-1). The second approach is based on chemometric processing of the entire spectrum (from 

4000 to 400 cm-1). The results clearly show that FTIR is a suitable method for analysis and quantita-

tive determination of the changes during the thermal aging of edible oils. 

Key words: thermal aging, edible oils, FTIR, OSI, mathematical approaches  

 

INTRODUCTION 

 

Edible oils contain mainly triacylglycerols, 

which are glycerol molecules with three long 

chain fatty acids attached to the hydroxy groups 

via ester links. Oxidation of lipids such as tri-

acylglycerols is an undesirable chemical change 

that occurs at high temperature and in the pres-

ence of oxygen. The main compounds obtained 

in the oxidation of vegetable oils are hydroperox-

ides, aldehydes, alcohols and acids. Oxidation 

processes occur mainly in three phases: induction 

period, propagation phase and termination phase. 

The products of each of these phases in-

crease/decrease its concentration over time, and 

this fact makes quantitative analysis of lipid oxi-

dation very difficult. Multiple methods have 

been developed to study the oxidation of oils. 

These approaches are based on the measurement 

of the concentration of some of the oxidation 

products. Among these methods are iodometric 

titration, gas chromatography, liquid chromatog-

raphy and mass spectrometry. These methods 

provide detailed information about the oxidation 

process, but are not applicable for prediction of 

the oils stability because they require much time 

for analysis. In comparison to the above meth-

ods, infrared spectroscopy is known as a reliable 

method for studying the degradation of lipids 

under the influence of oxygen [1 - 4]. 

In this study two main different approaches 

were used for the interpretation of the results 

obtained from the study of oil oxidative degrada-

tion and of determination of its stability. The first 

approach is the calculation of a new oxidative 

spectroscopic index (OSI), using as a basis a 

limited spectral region where significant changes 

are observed (from 3050 to 2750 cm-1). The 

second approach is based on chemometric pro-

cessing of the entire spectrum (from 4000 to 400 

cm
-1

) to obtain the necessary information. The 

results of the application of the two approaches 

are compared in order to assess their reliability. 

 

EXPERIMENT 

 

The characteristics of the used vegetable oils 

are desribed in Table 1 (1-olive oil; 2-sunflower 

oil; 3-palm oil; 4-soybean oil; 5-corn oil). 

 

Table 1. Composition of the studied oils 

Carboxylic 

acids, % 

Oil 

1 2 3 4 5 

Saturated 14.1 12.5 40 15 14.5 

Monounsaturated 68.3 22.5 46 24 33 

Polyunsaturated 9.2 57.5 14 61 52.5 

 

Accelerated oxidative aging of oils was con-

ducted in pot furnace at 130°C in the presence of 

air. The aging was conducted for 2 hrs and sam-

ples for the analysis were taken every 40 min. 

The infrared spectra of the vegetable oils were 

recorded with a Fourier transform infrared spec-

trometer, Bruker Tensor 27, interfaced to a per-

sonal computer operating under Windows-based 

software OPUS 6.5. All spectra were recorded 

from 4000 to 400 cm
-1

 with resolution better than 

4 cm
-1

, co-adding 32 interferograms with fre-

quency resolution better than 0.01 cm
-1

. A thin 

film of a small amount of each sample (approxi-
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mately 2 μL) was deposited between two discs of 

KBr to avoid the presence of air. The frequency 

of each band was obtained automatically using 

command of the instrumentation software OPUS 

6.5. 

 

               RESULTS AND DISCUSSION 

 

The infrared spectra of studied oils are shown in 

figure 1. 

 

 
Fig.1. Infrared spectra of studied oils: a) olive 

oil; b) sunflower oil; c) palm oil; d) soybean oil 

and e) corn oil 

 

The association of bands to specific function-

al groups was made by comparison of the peak 

frequencies with literature data for vibrational 

mode in fats and oils [5]. The numerical values 

of wave numbers corresponding to the functional 

groups of the analyzed oils were identified di-

rectly from the recorded IR spectra as shown in 

Table 2.  

 

Table 2. Infrared absorbance bands used in 

studied spectra 

Wavenumbers, 

 cm
-1

 

Function Type of vibrations 

3450 OH Stretching 

≈ 3008 CH Stretching 

2953 CH Asymm. stretching 

2925 CH Asymm. stretching 

2854 CH Symm. stretching 

1746 C=O Stretching 

1463 CH Scissoring 

1376 CH Symm. deformation 

1238 CH Out of plane bend 

1164 C-O Stretching 

1025 C-O-C Stretching 

966 CH Out of plane bend 

722 CH Rocking 

 

An oxidative spectroscopic index (OSI) 

(Equation 1) was used for monitoring the 

kinetics of oil aging: 

 

  
  
   0

322

322

/

/

Tspspsp

Tspspsp
I t

CC



  (1) 

 

where sp
2
 is the area of the cis-CH stretching 

vibration band (HC=C), centered at 3008 cm
-1

 

and (sp
2
 +sp

3
) is the area from 3050 to 2750cm

-1
 

including the cis-CH band and the -CH asym-

metric and symmetric stretching bands from CH3 

and CH2 aliphatic compounds. Areas are meas-

ured at given time (Tt) and at the initial time (T0). 

This relative index is based on ratio between area 

values rather than absolute absorbance values to 

eliminate all variations due to the preparation 

and to the thickness of samples. For initial spec-

tra, the index was equal to 1. The OSI values of 

studied oils in the aging period were shown in 

the table 3 (1-olive oil; 2-sunflower oil; 3-palm 

oil; 4-soybean oil; 5-corn oil). 

 

Table 3. Values of oxidative spectroscopic index 

of oils during the aging 

Time, 

min 

OSI 

1 2 3 4 5 

0 1 1 1 1 1 

40 0.777 0.921 0.914 0.824 0.928 

80 0.406 0.860 0.882 0.813 0.660 

120 0.526 0.820 0.879 0.790 0.592 

 

The data clearly show the lack of a lasting 

trend in the change of values of oxidative spec-

troscopic index. This is evidence of the complex 

processes that accompany the oxidation of lipids 

and the diversity of products that are formed 

during aging. Obviously, the concentration of 

different products varies substantially in different 

stages of thermal degradation. 

It is well known that the high content of un-

saturated acids in vegetable oils makes them 

more sensitive and susceptible to oxidation [6]. 

The next figures (Figures 2-6) describe the 

changes in spectra of olive oil in different times 

during aging at 130 °C in two separate spectral 

regions. 
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b) 

Fig. 2. Infrared spectra of olive oil in different 

times of aging: 

from 3000 to 4000 cm
-1

 (a) and from 750 to 1500 

cm
-1

 (b) 

 

During the oxidation, the band at 3008 cm
-1

 

associated with the vibration of the double bonds 

of the aliphatic chains reduces their intensity 

after the induction period of aging (fig. 3а). 

There are numerous other spectral changes in the 

rest of the infrared region. A band at 3473 cm
-1

 

associated with overtones of the carbonyl absorp-

tion of triglycerols or overlapping shifts of the 

more intense band at 3464 cm
-1

 (Fig. 3a). 

This peak is explained by the presence of hy-

droperoxides which are the primary products of 

oxidation [7]. After the induction period, a new 

band appears in the higher wave numbers area 

(3535 cm
-1

). This frequency is characteristic for 

alcohols or secondary products of oxidation [7, 

8] and increases its intensity. This is evidence 

that the concentration of these products increased 

after the induction period. 
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Fig. 3. Infrared spectra of sunflower oil in 

different times of aging: 

from 3000 to 4000 cm
-1

 (a) and from 750 to 1500 

cm
-1

 (b) 
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b) 

Fig. 4. Infrared spectra of palm oil in different 

times of aging:  

from 3000 to 4000 cm
-1

 (a) and from 750 to 1500 

cm
-1

 (b) 
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Fig. 5. Infrared spectra of soybean oil in different 

times of aging:  

from 3000 to 4000 cm
-1

 (a) and from 750 to 1500 

cm
-1

 (b) 
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b) 

Fig. 6. Infrared spectra of corn oil in different 

times of aging:  

from 3000 to 4000 cm
-1

 (a) and from 750 to 1500 

cm
-1

 (b) 

 

Fresh oils show a weak band at 1645 cm
-1

, 

which is associated with stretching vibrations of 

C = C cis-olefins (Fig. 3b). It decreases or disap-

pears with increasing of oxidation process and a 

new band appears at 1627 cm
-1

, which is ex-

plained by the presence of α, β-unsaturated alde-

hydes and ketones [9]. There is also a weak ab-

sorption at 966 cm
-1

, which is responsible for out 

of plane bending of CH functional groups from 

isolated trans-alkenes. It overlaps after the induc-

tion period of two low-intensity bands. The first 

is positioned at 987 cm
-1

 and is associated with 

the bending vibrations of CH trans-conjugated 

olefinic groups [9]. The second, at 975 cm
-1

, is 

associated with secondary oxidation products 

such as aldehydes and ketones with isolated 

trans-double bonds. The band at 987 cm
-1

 rapidly 

disappears after induction period at the expense 

of increasing the intensity of the band at 975 cm
-

1
. The compounds with conjugated double bonds 

(as defined by the strips at 966 and 987 cm
-1

) are 

intermediate products of the oxidative process. 
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This fact is confirmed by a number of literature 

sources [10, 11]. The infrared spectra of studied 

oils in region 1600 – 1850 cm
-1

 are shown in 

Figure 7. 

During the oxidation at the moment when the 

cis-CH band begins to decrease, the expansion of 

a band at 1746 cm
-1

 associated with the C = O 

carboxyl group of triglycerols increases its inten-

sity. At the same time, increasing of oxidation is 

observed and the appearance of peak at 1721 cm
-

1
 associated with the CO group of aliphatic alde-

hydes [12] and 1706 cm
-1

 associated with free 

fatty acids [13]. 
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Fig. 7. Infrared spectra of studied oilds during 

the oxidation in region 1600 – 1850 cm
-1

 (a-olive 

oil; b-sunflower oil; c-palm oil; d-soybean oil; e-

corn oil) 

 

There is also a peak at 1786 cm
-1

, which can 

be explained by the CO group of acetic acid [14]. 

The changes in the spectra at selected wave 

numbers were tracked and as expected, accord-

ing to the literature, there is an increase in ab-

sorption for all selected frequencies except 3008 

and 710 cm
-1

. The increase in intensity is logical-

ly connected with the apparent increase in the 

concentration of products and the reduction in 

the above positions is related to the disappear-

ance of cis-isomerisation links because of the 

oxidation process. 

Most of the absorbance values show three dis-

tinct phases, as shown by the results described in 

the literature [15]: they start with a different in-

duction period, during which there is a little vari-

ation in absorbance intensity; later they increase 

(or decrease) its intensity during the oxidation 

phase at distinct rates for different functional 

groups; sharpest decrease (or potential reduction 

to zero) intensity is a proof of the end of the oxi-

dation process. 
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From the experimental data there is clearly a 

tendency of increase in the intensity of the two 

bands at 985 and 970 cm
-1

, followed by stabiliza-

tion. Absorbance at 970 cm
-1

 is increased to a 

higher degree than that at 985 cm
-1

, although at 

the end of the study, both bands have almost the 

same absorbance intensity. 

 

CONCLUSIONS 

 

The thermal oxidative decomposition of the 

vegetable oils at 130°C in the presence of oxygen 

from the air was studied. The complex mecha-

nism of degradation was assessed by calculating 

the oxidative spectroscopic index during the 

whole process of aging. The obtained values 

clearly prove the presence of three phases of 

degradation, which correlates with mechanisms 

data described in the literature. The infrared 

spectra of the edible oils over a period of time 

were studied and relationships in some character-

istic bands describing specific degradation prod-

ucts (alcohols, aldehydes and ketones) were es-

tablished. It was demonstrated and proved the 

possibility of using of the infrared spectral analy-

sis for evaluation of oxidative processes occur-

ring in vegetable oils during aging. The results 

can be used for choosing suitable sources for 

biodiesel fuel synthesis and for describing their 

use and behaviour. 
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ABSTRACT 

 
With the increased use of polyethylene terephthalate (PET) as packaging material, as well as bio-

diesel production, the necessity has arisen to utilize the waste PET and the crude glycerol whichis a  
side product of biodiesel production. The present paper describes a possibility to obtain glycerides of 
the oleic acid and crude glycerol followed by a chemical recycling of PET waste with the glycerides of 
the oleic acid (GOA) synthesized.Numerous depolymerization processes were carried out under vary-
ing conditions:weight ratio GOA/PET, temperature, process duration and content of catalyst.The 
products of the depolimerization were studied by spectral methods of analysis. 

Keywords:chemical recycling, waste PET, utilization, glycerides 
 

 
INTRODUCTION 

 
As a pressing measure in the struggle with the 

ecologic crisis, Directive 94/62 EU on packaging 
and packaging waste was adopted by the Euro-
pean Parliament and Council.The essential re-
quirements of the Directive include: minimizing 
the weight and volume; minimizing the content 
of hazardous substances and the designof pack-
aging to permit its reuse or recovery [1]. 

Polyethylene terephthalate (PET) is a polymer 
complying with all the criteria. It has excellent 
properties, structural strength and crystal trans-
parency which creates good appearance and pro-
vides numerous possibilities for application in 
attractive packaging where the product contained 
can be clearly seen, it is resistant to breaking and 
does not whiten under bending. PET is easily 
processed thermally and is stable at temperatures 
from -40˚С to +70˚С. It is non-toxic and envi-
ronment friendly. It is also safe in contact with 
food products and medications, for printing and 
gluing. 

In the last decade, it became the most suitable 
material for beverage bottles and packaging for 
food and medications. According to the report of 
Smithers Pirafor 2014, the world production of 
PET packaging has reached 16 million tons and 
it is expected to increase on the average by 4.6% 
per year to reach 19.9 million tons in 2019 [2]. 
РЕТ packaging for food products is usually dis-
carded by the consumers in less than a month. 
About 29% of PET packaging is reused – mainly 
in the developing countries. The rest of the 

amount of PET bottles (more than 70%) is dis-
carded as waste. They are the biggest polymer 
contaminant in the environment and it is the most 
widely spread plastic in waste depots. РET ac-
counts for about 8% of the weight and 12% of 
the volume of the hard wastes in the world [3]. 
РЕТ does not pose direct threat for the environ-
ment when deposited but it is considered to be a 
hazardous material because its high volume and 
high durability (more than 100 years) lead to 
overfilling of waste depots [4].  

PET wastes can be recycled, which is com-
pletely in accordance with environment protec-
tion. A number of methods for PET recycling 
have been published in the literature, e.g. hy-
drolysis, glycolysis, methanolysis and aminoly-
sis[3]. Glycolysis takes place under the action of 
various monomer compounds with two or more 
OH groups – monoethylene glycol, diethylene 
glycol[3], pentaeriythritol[4],glycerol [5], etc. 

No data were found in the available literature 
on the depolymerization of PET with glycerides 
obtained from oleic acid (OA) and crude glycerol 
(CGly). CGlyis a side product of biodiesel pro-
duction. Usually, 1 t. biodiesel is produced from 
1 t. oil and 110 kg methanol, which gives 110 kg 
glycerol which is non-refined – crude glycerol. 
According to Directive 2003/30/ of the European 
Union, 5.75% of the diesel fuel offered at the 
petrol stations should be “bio” in 2010 and 20% 
in 2020.With the increase of biodiesel produc-
tion, the amounts of crude glycerol rapidly grew. 
On world scale, methods are researched for the 
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It is important in this case to consider the ef-
fect of the impurities present in CGly. Table 1 
shows that these are water, MONG and NaCl. 
Water is easily removed before the synthesis. 
The main components of MONG are fatty acids, 
methyl esters of fatty acids (FAMEs), mono-, di- 
and triglycerides. Under the conditions of the 
esterification, all the components can react with 
glycerol which results in the formation of 
monoglycerides (or diglyerides).Simultaneously, 
low molecular weight products are released (wa-
ter or methanol), which are blown off by the inert 
gas. The last impurity is the salts, in this case 
NaCl which is insoluble in glycerides and can 
easily be separated. 

The second stage in the present work was to 
carry out depolymerization of flakes of waste 
PET using the glycerides obtained at stage 
one.Numerous transesterifications were per-
formed under varied conditions:temperature (T), 
weight ratio (GOA/PET), process duration (τ) 
and amount of catalyst (Table 3).The catalyst 
used in all depolymerizationprocesses was NaCl, 
which was released in the synthesis of glycerides 
(section 2.2.). 

 
Table3.Conversion of PET under varied con-

ditions 
 Т, 

ºС 
τ, 
h 

Cat.,
% 

Weight ratio 
GOA/РЕТ 

CРЕТ, 
wt % 

DG-1 180 7 1.5 4 38 
DG-2 190 7 1.5 4 68 
DG-3 200 7 1.5 4 91 
DG-4 210 7 1.5 4 92 
DG-5 200 6 1.5 4 78 
DG-6 200 8 1.5 4 91 
DG-7 200 9 1.5 4 92 
DG-8 200 7 - 4 33 
DG-9 200 7 2 4 92 
DG-10 200 7 1.5 2 46 
DG-11 200 7 1.5 3 78 
DG-12 200 7 1.5 5 92 

 
It can be seen from the Table that the optimal 

conditions for the transesterification process 
were: temperature 200ºС, mass ratio 
(GOA/PET)4, catalyst content 1,5 % with respect 
to PET РЕТ and process duration 7 h.  

After the transesterification process, a com-
plex mixture of depolymerized products, non-
reacted GOA, NaCl and PET was obtained. The 
depolymerized products were extracted with 
ethyl acetate. Some of its important characteris-

tics are compared (Table 1) to those of the initial 
materials (РЕТ and GOA). 

 
Table 4.Some characteristics of polyethylene 

terephthalate (PET),glycerides of the oleic acid 
(GOA) and of depolymerized products (DP). 
Characteristic РЕТ GOA DP 
Physical state solid liquid wax like 

Color colorless brown light brown
Thermo 
stability, °C 

400 220 240 

Solubility in: 
Methanol 
THF 
Ethyl acetate   

 
no 
no 
no 

 
yes 
yes 
yes 

 
no 
yes 
yes 

 
Obviously, the polymer molecules of PET 

flakes have been transformed into oligomer ones.  
The chemical bonds were studied by spectral 

methods. 
The UV spectra of the products dissolved in 

THF showed an absorption band in the interval 
240-300 with maximum at 292 nm, which corre-
sponds to the terephthalate units. 

The following characteristic frequencies were 
found in the IR spectrum of the purified prod-
ucts: 

♦3447 – broad band for intermolecular OH 
groups; 

♦3100-3000 cm -1 – stretch vibrations of 
the=C-H bond; 

♦2926 and 2855 cm -1 – stretch (asymmetric 
and symmetric, resp.) vibrations of the СН2-
groups; 

♦2956 and 2878 cm -1 – stretch (asymmetric 
and symmetric, resp.) vibrations of the СН3-
groups;  

♦1727 cm -1 – stretch vibrations of the С=О 
bonds; 

♦1505 and 1595 cm -1 – stretch vibrations of 
aromatic rings;  

♦1462 cm -1 – bending vibrations of the СН2-
groups; 

♦1410 cm -1 – bending vibrations of the С-Н 
bond in the СН2-О groups; 

♦1378 cm -1 – bending vibrations of the СН3-
groups;  

♦1271 and 1174 cm -1 – stretch vibrations of 
the C-O-C bonds;  

♦1117 and 1049 cm -1 – stretch vibrations of 
the C-O bonds in the C-OH groups; 

♦1019 and 896 cm -1 – p-substituted aromatic 
rings;  

♦732 – ρ (СН2) 
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OXIDE FILMS CONTAINING ORGANIC COMPLEXES OF METAL 

ACETYLACETONATES  

 

Mariana Tavlieva, Dimitrina Kiryakova, Atanas Atanassov 

E-mail: dskiryakova@abv.bg 

 

ABSTRACT 

 

Polyethylene oxide films with organic complexes of metal acetylacetonates were obtained and 

characterized after exposure to UV light. It was found out that the irradiation for 5 hours had no sig-

nificant effect on the tensile strength of the initial polyethylene oxide films. The use of iron (III) and 

cobalt (III) acetylacetonates at the time of the exposure reduced the strength of the materials to 0.9 

and 4.5 MPa, respectively. The degradation kinetic parameters of the films prepared were determined 

by non-isothermal thermogravimetric analysis at a single heating rate by the Coats-Redfern method. 

The Fn function was chosen as the most probable mechanism function of thermal degradation of both 

types of polyethylene oxide films – with and without additives. It was proved that iron acetylacetonate 

is more effective for accelerating the degradation of polyethylene oxide foils after irradiation for 5 

hours. 

Key words: non-isothermal TGA, polyethylene oxide films, metal acetylacetonates, UV light, kinet-

ic parameters 

 

INTRODUCTION 

 

In the literature there are differences on the 

mechanism of the processes occurring in poly-

ethylene oxide (PEO) under UV irradiation [1, 

2]. For explanation of the photooxidative de-

struction mechanism of polyethylene oxide 

(PEO) the following reactions were proposed [3, 

4]:  

 
O O

H
irradiation

                 (I)

 

O
O

2 O

OO

(II)

 

O

O O H

OOO

O O

(III)

    The first formed polymer radicals as a result 

of irradiation of PEO (1), in the presence of air, 

and reacted with О2 to obtain peroxyl radicals 

(2). Then followed the intermolecular hydrogen 

abstraction and formation of the hydroperoxides 

(3); and homolytic cleavage of the hydroperoides 

(4) by photoinduced activation. 
 

 
O

O

HO
O

OOH

hv

            (IV)

 
O

O

O

O

             (V)

O

O

H 2 O    (IV)

H

O

O

HO

 
It is proposed that the scission of alkoxy radi-

cals obtained in reaction (4) leads to the for-

mation of formates (5), while in the radical dis-

proportionation reaction (6) esters were obtained 

[3].  

The kinetic parameters of thermal degradation 

of polyethylene oxide in the literature are related 

to the calculation of average values of activation 

energy EA and the most probable models describ-

ing the process of degradation of PEO with dif-

ferent molecular weight [5–9], but there are no 

research articles on the effect of UV exposure 

and the use of additives to it.  

The aim of the present work is to study the 

tensile and thermal properties, and kinetics of 

non-isothermal degradation of polyethylene oxi-

de films containing cobalt (III) and iron (III) ace-

tylacetonates under UV irradiation.  

http://onlinelibrary.wiley.com/doi/10.1002/app.33349/full
http://onlinelibrary.wiley.com/doi/10.1002/app.33349/full
http://onlinelibrary.wiley.com/doi/10.1002/app.33349/full
http://onlinelibrary.wiley.com/doi/10.1002/app.33349/full
http://onlinelibrary.wiley.com/doi/10.1002/app.33349/full
mailto:dskiryakova@abv.bg
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EXPERIMENTAL 

Materials 

The following materials were used for the 

preparation of the films: powdery polyethylene 

oxide (PEO), product of Neochim Co., Dimi-

trovgrad, Bulgaria, with melting temperature 

68°C and molecular weight MV = 2.7×10
6
; iron 

(III) acetylacetonate Fe(aсaс)3 with chemical 

formula Fe(C5H7O2)3, melting temperature 180–

182°C, molar weight 353.17 g/mol and density 

5.24 g/cm
3
 and cobalt (III) acetylacetonate 

Co(aсaс)3 with chemical formula Co(C5H7O2)3, 

melting temperature 210–213°C, molar weight 

356.26 g/mol and density 1.43 g/cm
3
, products of 

Merck, Germany. 

Sample Preparation 

The initial PEO and the compositions con-

taining 4 mmol/kg Fe(aсaс)3 or Co(aсaс)3 were 

homogenized in a laboratory mixer (MPW-802, 

Poland) at a rate of 10 s
–1

 for 15 min and then 

pressed in a laboratory press PHI (England) be-

tween aluminium foils. The conditions of films 

preparation were as follows: samples thickness 

about 200 μm, temperature 190°C, melting peri-

od 3 min at 190°C, pressing pressure 22 MРa for 

1 min and cooling rate 40ºС/min. 

UV exposure 

The samples formed as 200 μm thick films 

were irradiated by UV light with wavelengths in 

the interval 185–254 nm emitted by 5 lamps of 8 

W each, at room temperature for 1.5, 5, 10 and 

90 hours. 

Thermogravimetric measurements 

The thermogravimetric analyses (TG-DTG-

DSC) were carried out using a simultaneous 

thermal analyzer Netzsch STA 449 F3 Jupiter 

(Germany). Samples of about 4.6 ± 0.1 mg mass 

were used for the experiments at a hearing rate of 

12.24°C/min up to 600°C in a flow of nitrogen at 

a rate of 10 cm
3
/min under non-isothermal condi-

tions. The samples were loaded without pressing 

in an open (6 mm diameter and 3 mm height) 

platinum crucible, without using a standard ref-

erence material. The degree of crystallinity of the 

samples was calculated at ∆Н100% = 197 J/g for 

100% crystalline PEО [10]. 

Tensile testing 

The tensile strength and elongation at break 

of the initial PEO films and the PEO films con-

taining 4 mmol/kg of the metal acetylacetonates 

mentioned above were measured on a dynamom-

eter INSTRON 4203 (England) at room tempera-

ture and a speed of 50 mm/min. 

 

RESULTS AND DISCUSSION 

 

The process of destruction of polymer materi-

als is related to deterioration of the mechanical 

properties such as strength and elongation at 

break. These properties are very sensitive to de-

struction and provide information on the degree 

of oxidation of the polymers. For this reason, the 

dependencies of the tensile strength and the 

elongation at break of the initial polyethylene 

oxide films and these containing 4 mmol/kg pol-

ymer of cobalt (III) and iron (III) acetylacetonate 

additives on irradiation duration with UV light 

were studied (Fig. 1). As can be seen from Fig. 1, 

the UV exposure for 5 hours had no significant 

effect on the strength of the initial PEO films. 

Тhe use of Fe(aсaс)3 and Со(aсaс)3 simultane-

ously with the exposure reduced the tensile 

strength of the materials to 0.9 and 4.5 MPa, 

while for the initial PEO films this parameter 

was 8.4 МРа. 

 

Fig. 1. Dependence of the tensile strength of foils 

of initial (□) PEO and materials based on  

it with Fe(aсaс)3 (■) and Co(aсaс)3 (■) at  

different exposure times  

 

The change of the elongation at break follows 

the dependence of the tensile strength of the 

studied samples (Fig. 2). Upon exposure time of 

1.5 hours, the elongation at break for the irradiat-

ed materials without additive decreased from 

970% to 680%. The decrease of this parameter at 

the time of exposure was higher for the foils with 

additives – up to 30% for samples with Co(aсaс)3 
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and up to 20% for samples with Fe(aсaс)3. With 

increasing the duration of exposure to UV light 

the elongation at break and the tensile strength 

continued to decrease and at exposure time up to 

90 hours the studied samples could not be tested 

because they became brittle and collapsed [11–

13].  

Table 1 shows the degree of crystallinity (, 

%), temperatures of melting (Тm, C) and crystal-

lization (Тс, C) of the PEO foils, as well as these 

with 4 mmol/kg additive Fe(acac)3 or Co(acac)3 

before and after exposure to UV light for 1.5 and 

5 hours. It can be seen that the temperatures of 

melting and crystallization of all tested samples 

of PEO with and without additives after irradia-

tion remained almost unchanged and were in the 

range of 66.1–69.2С and 143.3–146.8С, re-

spectively. It was found pot that the irradiation 

with UV light causes increase in the degree of 

crystallinity of PEO foils. The most noticeable 

increase in the degree of crystallinity (with  

 

 

Fig. 2. Dependence of the elongation at break of  

foils initial (□) PEO and materials based  

on it with Fe(aсaс)3 (■) and Co(aсaс)3 

(■) at different exposure times 

 

Table 1. Characteristic temperatures of the initial PEO foils and irradiated materials based on it with 

and without additives at different exposure times [11–13]  
 

Sample Tm, °C Tc, °C Tinitial, °C Tpeak, °C Tfinal, °C α, % 

initial PEO 

Non-irradiated 67.8 143.3 259.7 400.1 490.8 69.9 

Irradiated 1.5 hours 69.2 144.1 262.7 401.8 501.5 75.4 

Irradiated 5 hours 68.1 145.1 272.1 401.7 501.9 81.6 

PEO + 4 mmol/kg Fe(acac)3 

Irradiated 1.5 hours 67.5 144.3 266.4 402.6 488.4 93.7 

Irradiated 5 hours 66.1 144.8 292.2 402.5 485.2 94.3 

PEO + 4 mmol/kg Co(acac)3 

Irradiated 1.5 hours 68.1 145.2 287.0 401.7 492.0 77.1 

Irradiated 5 hours 67.1 146.8 290.2 401.1 484.2 80.9 

 

24.4% compared to that of the non-irradiated 

initial PEO films) was observed for the irradiated 

materials with iron (III) acetylacetonate. 

The initial (Tinitial), final (Tfinal) and peak 

(Tpeak) temperatures of thermal degradation of the 

foils studied were determined from the TG (Fig. 

3) and DTG curves and are shown in the same 

Table 1. It can be seen that for all of the samples 

tested Tinitial shifted towards higher temperature 

with the increase of irradiation times. For the 

non-irradiated PEO films it was 259.7°C and 

reached to 292.2°C for these containing iron (III) 

acetylacetonates under exposure time of 5 hours. 

The Tpeak value of the initial PEO foils was 

400.1°C, almost the same as that reported by 

other authors [7, 8, 14]. Irradiation for 1.5 and 5 

hours and the use of additives leads to increasing 

of Tpeak to 402.6 and 401.7°C for the samples 

with Fe(acac)3 or Co(acac)3 irradiated 1.5 hours, 

respectively. 

When comparing the Tfinal of the materials 

based on PEO containing additives, it was found 

that it was lower by ~ 6°C for these with 

Fe(acac)3 and shifted towards  higher tempera- 

tures for the irradiated foils with Co(acac)3 (Fig. 

3). 

The kinetic parameters of the thermal degra-

dation of the initial PEO foils and irradiated ma-

terials with and without additives in inert medi-

um were determined by non-isothermal thermo-

gravimetric analysis. The mathematical appa-

ratus used was described earlier [11, 12].  
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Fig. 3. TG curves of PEO foils and materials based on it with Fe(acac)3 and Co(acac)3 exposed to UV 

light for 1.5 h (A) and for 5 h (B) 

 

The values of the activation energy ЕА, the 

pre-exponential factor A and the most probable 

mechanism of the reactions were determined 

from the data of the TG curves by the linear form 

of the Coats-Redfern equation [15] 

 
A

2

A

g
ln ln

EAR

T qE RT


                  (1) 

in the range of conversion degree α of 0.05 to 

0.95. The dependence of ln[g()/T
2
] versus 1/T 

was plotted (not shown) using the mathematical 

expressions of each g() function [16]. The coef-

ficient of determination R
2
 and the value of ЕA 

were used as a criterion for selection of the most 

probable mechanism function.  

 

Table 2. Values of the reaction order n, activation energy ЕА, pre-exponential factor A in the Arrheni-

us equation, change of enthalpy H

, change of entropy S


, and change of Gibbs free energy G


 for 

PEO films [11–13] 
 

Sample n EA, kJ/mol A, 1/min R
2
 

∆S, 

J/(mol.K) 
∆H, kJ/mol ∆G, kJ/mol 

initial PEO 

Non-irradiated 0.3405 164.45 1.2710
12

 0.9901 –62.34 158.85 200.82 

Irradiated 1.5 hours 0.6207 191.90 1.3210
14

 0.9941 –23.75 186.29 202.32 

Irradiated 5 hours 0.8624 221.58 1.1810
16

 0.9971   13.65 215.97 206.76 

PEO + 4 mmol/kg Fe(acac)3 

Irradiated 1.5 hours 0.3741 184.43 4.4610
13

 0.9960   –32.76 178.81 200.95 

Irradiated 5 hours 1.8119 77.42 3.4810
5
 0.9788 –187.99 71.80 198.82 

PEO + 4 mmol/kg Co(acac)3 

Irradiated 1.5 hours 1.1541 276.81 4.1510
20

 1.0000 100.65 271.19 203.27 

Irradiated 5 hours 1.2000 285.80 2.5110
21

 1.0000 115.62 280.20 202.24 

 

The difference between the determination co-

efficients R
2
 for the initial PEO foils and irradiat-

ed materials based on it with and without addi-

tives at different exposure times obtained by the 

D2, D3, D4 or D5 mechanism functions was insig-

nificant (~0.003). At the same time the calculated 

value of ЕA by the above mentioned mechanisms 

was inexplicably high. Thus, the Fn function was  

 

chosen as the most probable mechanism function 

for PEO films with and without additive in an 

amount of 4 mmol/kg PEO, exposed to UV light 

for 1.5 or 5 hours. 

As can be seen from Table 2, the value of the 

reaction order n for non-irradiated sample of 

PEO was around 1/3 and increased in the sample 

irradiated for 5 hours. The addition of 4 mmol/kg 

PEO Fe(acac)3 or Co(acac)3 and exposure to UV 

light led to a notable change in the reaction order 

around 2 and 1.2, respectively, which corre-



 58 

sponds to a chemical process or mechanism of 

thermal degradation non-involving equations. 

The values of the activation energy ЕA and 

the pre-exponential factor A in the Arrhenius 

equation for the materials studied are presented 

in the same Table 2. For the initial PEO, ЕA was 

within the range 140–185 kJ/mol as reported by 

Pielichowski and Flejtuch [7]. The activation 

energy of the irradiated samples of PEO and this 

containing cobalt (III) acetylacetonate was high-

er than that of non-irradiated foils. This is due to 

the fact that the exposure to UV light resulted in 

cross-linking of the polymer and therefore higher 

ЕA [17]. Oppositely, the addition of iron (III) 

acetylacetonate and exposure time of 5 hours 

resulted in increased degradability of the foils 

and more than two times lower activation energy, 

namely 77.42 kJ/mol. 

As can be seen from Table 2 the exposure of 

the PEO films to UV light resulted in the in-

crease of the pre-exponential factor A. For the 

films containing 4 mmol Co(acac)3 per kg PEO 

the increase of this kinetic parameter had 8–9 

orders of magnitude higher value, i.e. the com-

plex became more “loose” with increasing the 

irradiation time [16]. However, under exposure 

for 5 hours of the PEO films containing 

Fe(acac)3 the pre-exponential factor had a seven 

orders of magnitude lower value.  

The values of change of entropy S

, change 

of enthalpy H
 

and change of Gibbs free energy  

G

 (Table 2) for the formation of the activated 

complex of the PEO films studied were calculat-

ed at Tpeak. The change of Gibbs free energy G

 

for the PEO films with and without additives had 

positive values, which indicates that the process 

of degradation of the studied materials was not 

spontaneous. The values of the change of enthal-

py H

 were also positive, i.e. the process of 

thermal degradation of the PEO films was con-

nected with the introduction of heat. The need of 

heat introduction for thermal destruction of PEO 

foils with Fe(acac)3 under 5 hours expo-sure was 

lower by 87 kJ/mol, while for the samples with 

cobalt (III) acetylacetonate it was higher by ~ 

120 kJ/mol compared to that of initial PEO films 

(158.85 kJ/mol).  

As can be seen from the Table 2, the values of 

the change of the entropy S
 

 for the materials 

studied were negative or positive. When the S
 

 

was negative, it meant that the activated complex 

formed was more structured or “organized” than 

the initial reagents. The change of the entropy 

S
 

 was positive for the samples of PEO irradi-

ated 5 hours and these containing Co(acac)3 irre-

spective on the duration of exposure. This meant 

that the formation of activated complex for these 

samples was with lower degree of arrangement 

than that of initial reagents, corresponding to a 

higher number of degrees of freedom in the 

Gibbs` phase rule. Therefore, it could be con-

cluded that at the thermal degradation of poly-

ethylene oxide films in an inert atmosphere two 

competing processes occurred: destruction and 

recombination.  

 

Table 3. Values of the lifetime tf  of PEO films in the temperature range of 25 to 200°C [11–13] 
 

Sample 
Temperature, °C 

25 50 75 100 125 150 175 200 

initial PEO 

Non-irradiated 
2.5810

1

5
 

1.5210
1

3
 

1.8810
1

1
 

4.1810
9
 1.5010

8
 7.9510

6
 5.8610

5
 

5.6910
4
 

Irradiated 1.5 

hours 
1.6110

1

8
 

4.0410
1

5
 

2.4010
1

3
 

2.8210
1

1
 

5.8010
9
 1.8910

8
 9.0010

6
 

5.9210
5
 

Irradiated 5 hours 
2.8610

2

1
 

2.8410
1

8
 

7.6010
1

5
 

4.5010
1

3
 

5.0810
1

1
 

9.7310
9
 2.9010

8
 

1.2510
7
 

PEO + 4 mmol/kg Fe(acac)3 

Irradiated 1.5 

hours 
2.3210

1

7
 

7.3410
1

4
 

5.3110
1

2
 

7.4310
1

0
 

1.7810
9
 6.6110

7
 3.5510

6
 

2.6010
5
 

Irradiated 5 hours 5.5210
6
 4.9310

5
 6.2210

4
 1.0410

4
 2.1610

3
 5.4410

2
 1.5910

2
 

5.3110
1
 

PEO + 4 mmol/kg Co(acac)3 

Irradiated 1.5 

hours 
3.9010

2

6
 

6.9010
2

2
 

4.2210
1

9
 

6.9710
1

6
 

2.5710
1

4
 

1.8410
1

2
 

2.2810
1

0
 

4.5010
8
 

Irradiated 5 hours 
2.4310

2

7
 

3.2510
2

3
 

1.5610
2

0
 

2.1010
1

7
 

6.4410
1

4
 

3.9210
1

2
 

4.2210
1

0
 

7.3410
8
 



 59 

 

The lifetime tf of the PEO films was defined 

as the time when the mass loss reaches 5 mass% 

by equation [16]: 

 
 

1

А
f

1 0.95
exp

1–

n

E
t

A n RT

  
  

 
        (2). 

As can be seen from Table 3, the lifetime of 

the PEO films in nitrogen atmosphere decreased 

with increasing the temperature from 25 to 

200С. The most stabile under irradiation were 

foils with cobalt (III) acetylacetonate, for which 

tf was 2.4310
27

. In contrast, the same parameter 

for the films containing Fe(acac)3 after 5 hours 

exposure had the lowest value 5.3110
1
. There-

fore irradiation for 5 hours and the addition of 

iron (III) acetylacetonate accelerated the thermal 

degradation of polyethylene oxide foils. 
 

CONCLUSIONS 
 

The kinetic parameters of non-isothermal 

degradation of non-irradiated and irradiated pol-

yethylene oxide films containing organic com-

plexes of polyvalent metal acetylacetonates were 

determined using Coats-Redfern method. It was 

found that the exposure to UV light resulted in 

increase of activation energy compared to that of 

non-irradiated PEO foils with exception of foils 

with iron (III) acetylacetonate after 5 hours ex-

posure for which the activation energy decreased 

to 77.42 kJ/mol. The most probable mechanism 

function of thermal degradation of PEO films 

with and without additives was Fn, where n had 

values between 1/3 and 2. It was found that the 

most stabile under irradiation were foils with 

cobalt (III) acetylacetonate, while these with iron 

(III) acetylacetonate after 5 hours irradiation 

accelerated the process of thermal degradation of 

polyethylene oxide foils. 
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ABSTRACT 

 
Novel diblock copolymers of poly(allyl glycidyl ether) and polyglycidol a containing hydrophobic 

residue were synthesized. First, poly(allyl glycidyl ether) was synthesized by ring-opening anionic po-
lymerization of allyl glycidyl ether initiated by sodium dodecanoate. In the second stage, poly(allyl 
glycidyl ether) was used to initiate ring-opening anionic polymerization of ethoxyethylene glycidyl 
ether (protected glycidol), which gave a series of diblock copolymers with various ratios between the 
two blocks. After releasing the protective groups, a series of diblock copolymers of the type poly(allyl 
glycidyl ether)-b-polyglycidol containing a hydrophobic dodecyl residue were obtained. The copoly-
mers were characterized by various structural methods of analysis.  

Key words: diblock copolymers, ring-opening anionic polymerization, poly(allyl glycidyl ether), 
polyglycidol 
 

INTRODUCTION 
 

Contemporary science exhibits great interest 
in the creation of new synthetic polymer 
materials of predetermined composition and 
properties. They are the basis of a versatile class 
of polymers of special scientific importance with 
their different biomedical applications and 
possibilities to control their composition, struc-
ture and, hence, properties. Beside the classical 
methods of living anionic and cationic polymeri-
zations, new methods of controlled polymeri-
zation have been developed in recent decades, 
such as the atom transfer radical polymerization 
(ATRP) [1], nitroxide–mediated polymerization 
(NMP) [2], reversible addition–fragmentation 
chain–transfer polymerization (RAFT) [3, 4], 
and ring-opening metathesis polymerization 
(ROMP) [5,6]. The most important achievement 
of the methods of controlled polymerization is 
the opportunity to synthesize specially designed 
co-polymers with certain macromolecular struc-
ture, chemical composition, functionality, low 
dispersity and heterogeneity. 

Various amphiphilic block copolymers with 
different chain architecture, topology, and func-
tionality can be synthesized by controlled po-
lymerization processes. They have a great poten-

tial for creation of supramolecular nanoparticles 
with preliminarily designed properties. The con-
trolled synthesis of new functional polymers is of 
crucial importance for the preparation of polymer 
carriers of drugs and biologically active sub-
stances.  

Diblock copolymers have linear chain 
architecture. The typically used blocks can be 
entirely hydrophilic, entirely hydrophobic or 
sensitive to external stimuli, such as temperature, 
pH, etc., under which they can undergo transi-
tions from soluble to insoluble states.  

The scientific interest in polyglycidols as a 
class of highly functional polymers is on account 
of their flexible hydrophilic chain, which in 
many aspects is similar to that of polyethylene 
glycols, but is functionalized with a hydroxy-
methylene group at each monomer unit. Various 
approaches to the synthesis of branched and 
linear polyglycidols as well as their copolymers 
have been reported in the scientific literature. 
The reports show that polyglycidols are suitable 
precursors for the synthesis of various amphiphi-
lic copolymers. In a number of papers, Rangelov 
et al. have reported the preparation of series of 
well-defined triblock copolymers polygly-cidol-
poly(propylene oxide)-polyglycidol with varying 
content of polyglycidol and fixed molar mass of 
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the block of poly(propylene oxide) [7-13]. These 
copolymers can be considered analogous to the 
copolymers of the Pluronic trade mark, in which 
the polyoxyethylene blocks are substituted by 
blocks of polyglycidol. 

The present paper reports on the synthesis of 
novel diblock copolymers of poly(allyl glycidyl 
ether) and polyglycidol by ring-opening anionic 
polymerization. The novel copolymers bear a 
hydrophobic dodecyl residue and have a latent 
chemical functionality: a double bond and a 
hydro-xymethylene group at each monomer unit 
of the poly(allyl glycidyl ether) and polyglycidol 
blocks, respectively, which provides versatile 
possibilities for further chemical modification.  
 

EXPERIMENTAL 
 
Materials and reagents 

All solvents (methanol, dichloromethane, 
tetrahydrofuran) as well as the ethyl vinyl ether 
(99%, Aldrich) were purified by distillation. The 
allyl glycidyl ether (99% Fluka) and glycidol 
(96% Aldrich) were distilled at reduced pressure. 
The other substances used were HCI (32% 
Aldrich), КОН, benzene, toluene sulfonic acid, 
AlCl3. 6H2O (Merck). The ethoxyethyl glycidyl 
ether (ЕЕGЕ) was prepared by a reaction of gly-
cidol with ethyl vinyl ether as described 
elsewhere [14]. 

Synthesis of macroinitiator poly(allyl 
glycidyl ether) (PAGE)  

In a glass reactor equipped with magnetic stir-
rer, 0.18 g (3.21 х 10-3mol) of KOH and 1.0056 g 
(5.39 х 10-3mol) of 1-dodecanol were placed and 
heated to 50°С for 2 h in inert medium. After 
cooling the reaction mixture to room tempera-
ture, 1.0 ml of dry benzene was added to the 
mixture and the system was vacuumed for 2 h to 
remove the water released by the reaction. The 
procedure was repeated several times for full 
removal of the water. Then the temperature was 
raised to 70°С and 30.60 g (0.269 mol) of AGE 
were added. The polymerization proceeded at 
70°С for 24 h in an inert medium. The 
polymerization was stopped by adding of 3.0 ml 
of methanol. Then the water layer was 
neutralized with 15.0 ml of methanol and 5.0 ml 
of HCl and the product was dried in vacuum. The 
PAGE yield was ~ 9.5 g.  

Synthesis of diblock copolymer by controlled 
polymerization with opening of the EEGE ring 

To 2 g (17.54 x 10-3 mol) of PAGE placed in 
a glass reactor equipped with magnetic stirrer 
and reflux condenser, (0.016 g, 0.022 g or 0.032 
g,) of KOH were added and the mixture was 
heated to 50°С for 2 h. After cooling the reaction 
mixture to room temperature, 1.0 ml of dry 
benzene were added to the mixture and the 
system was vacuumed for 2 h to remove the 
water released by the reaction. The procedure 
was repeated several times until full removal of 
the released water and then the temperature was 
raised to 90°С. Different amounts (0.993 g, 
2.686 g, 6.132 g) of ЕЕGЕ were added at 
portions. The polymerization reaction proceeded 
at 90°С in an inert medium until the whole 
amount of monomer was consumed, which was 
monitored by 1H NMR. The reaction was 
stopped by adding a mixture of methanol and 
dichloromethane. After neutralization with 
methanol and HCl, the copolymers were dissol-
ved in tetrahydrofuran and the dispersions were 
centrifuged to remove the salt formed by the 
neutralization. The solvent was then removed 
and the copolymers were dried in a vacuum 
desiccator at room temperature until constant 
weight. 

Removal of the ethoxyethylene protective 
groups  

To a certain amount of PAGE-b-PЕЕGЕ 
copolymer, AlCl3.6H2O and CH3OH were added 
in mole ratio ЕЕGE:AlCl3.6H2O:CH3OH 
100:1:800 and the mixture was stirred for 1 h at 
25°С. The reaction product was then filtered 
through Hylfo Super gel (Diatomic earth) and the 
solvent was removed under reduced pressure. 

 
Analyses 

Nuclear magnetic resonance (NMR) 

The 1H NMR spectra of the samples analyzed 
were registered on a Bruker (Germany), Avance 
II, 600 MHz apparatus in deuterated chloroform 
(CDCl3) or dimethyl sulfoxide (DМSO-d6). The 
internal standard used was tetramethylsilane. 

Gel-permeation chromatography (GPC) 

The relative molecular weights of the 
copolymers and their molecular mass distribution 
were determined on a Wyatt apparatus, equipped 
with two PL gel MIXED-C columns and one 100 
Å PSS GRAM column with DMF as an eluent at 
40°С. The flow rate was 1 ml/min. The system 
was calibrated with styrene standards. 
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RESULTS AND DISCUSSION 
 
A series of three diblock copolymers PAGE-

b-PG bearing a hydrophobic dodecyl residue 
were synthesized by sequential ring-opening 
anionic polymerization of AGE and EEGE 
followed by removal of the protective groups. In 

the first stage, illustrated in Scheme 1, the 
polymerization of AGE was initiated by partially 
deprotonated dodecanol. The polymerization 
proceeded in absence of organic solvent at 70°С 
for 24 h, which appeared to be the optimal 
conditions. The polymer obtained was characte-
rized by 1H NMR and GPC (Figs. 1 and 2). 

 
 

 

Scheme 1. Preparation of poly(allyl glycidyl ether) by ring-opening anionic polymerization the 
AGE, initiated by partially deprotonated dodecanol.

Fig. 1. 1H NMR spectrum of PAGE in CDCl3. 

Fig. 1 shows the 1H NMR spectrum of PАGЕ, 
from which the number average molecular 
weight was determined: Mn = 4900, 
corresponding to a degree of polymerization DР 
= 44. The gel permeation chromatography gave 
the number average and weight average 
molecular weights of the PAGE precursor of 
6630 and 7530, respectively (Fig. 2).  
 

 

Fig. 2. Gel permeation chromatogram of 
PAGE. 

The data obtained from the GPC analysis 
indicated a narrow molecular weight distribution 
with a dispersity index Мw/Mn=1.14. 

 
 
 
 

 
 

Scheme 2. Preparation of diblock copolymer PAGE-b-PG with hydrophobic dodecyl residue. 

 
The PAGE synthesized and characterized in 

the first stage was used as a macroinitiator for 
polymerization of ЕЕGЕ (protected glycidol). 
The reaction scheme including the final stage of 
removal of the protective ethoxyethyl groups and 
the formation of a block of PG is presented in 
Scheme 2.  

A representative gel permeation chromato-
gram of the PAGE-b-PEEGE copolymer is 
shown in Fig. 3. The shift of the curve to the 
lower elution times compared to that of the initial 
PAGE, shown in Fig. 2, indicated for the 
successful polymerization and formation of a 
second block of PEEGE. 
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Fig. 3. Gel permeation chromatogram of 
PAGE-b-PЕЕGЕ.  

The 1H NMR spectra of the precursor PAGE-
b-PEEGE and its corresponding copolymer after 
the removal of the protective groups are presen-
ted in Figs. 4 and 5. The disappearance of the 
signals for the methine proton at 4.6 – 4.7 ppm 
and the methyl protons at 1.1-1.2 and 1.3 ppm 
characteristic for the acetal group prove the 
transformation of the PEEGE block into PG 

block. The results obtained from the two analy-
ses are summarized in Table 1. 
 

 

Fig. 4. 1H NMR spectrum in CDCl3 of PAGE-b-
PЕЕGЕ. 

 
 

 

Fig. 5. 1H NMR spectrum in CDCl3 of PAGE-b-
PG.

 

Table 1. Molecular mass and characterizing parameters of PAGE-b-PEEGE and PAGE-b-PG diblock 
copolymers determined by GPC and 1H NMR. a – determined by GPC; b – determined by 1H NMR 

Mn  
(PAGE-b-PEEGE)а 

DP of the block from 
PЕЕGЕа 

PG mol %b 
 

7200 16 25 
10600 39 50 
19200 98 70 

 
CONCLUSION 

 
Using ring-opening anionic polymerization, a 

series of diblock copolymers PAGE-b-PG con-
taining allyl and hydroxyl functional groups at 
each monomer unit of the corresponding block 
were synthesized. The copolymers contained a 
hydrophobic residue at the end of the chain. 
They were of fixed molar mass of the PAGE 
block (Mn=4900) corresponding to degree of 
polymerization of 44 and increasing content of 
polyglycidol (25, 50 and 70 mol %) 
corresponding to degrees of polymerization of 
16, 39 and 98, respectively.  
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ABSTRACT 
 

The reaction kinetics of acetic acid esterification with butanol to butyl acetate using pyridinium-based 

acidic ionic liquids as homogeneous catalysts is investigated in an isothermal batch reactor. The second 

order pseudo-homogeneous kinetic model is developed from the reaction mechanism. It is established that 

the model predictions and experimental results are in a good agreement. The influence of the process pa-

rameters temperature (343, 353 and 363 K), initial molar ratio butanol-to-acetic acid (1, 3, 5 and 7) and 

catalyst loading (5, 10 and 15 mass.%) on the reaction kinetic constant is also investigated. It is found 

out that the kinetic constant value increases with reaction temperature due to the exothermic nature of the 

esterification process. The activation energy and pre-exponential factor are determined from the Arrhe-

nius plot. The increase of both catalyst concentration and initial reactants molar ratio leads to higher 

values of acetic acid conversion and favours the esterification rate. 

Key words: reaction kinetics, ionic liquids, esterification, butyl acetate 

 

INTRODUCTION 

 

Butyl acetate is an important organic solvent 

which can dissolve ethylcellulose, cellulose ace-

tate butyrate, polystyrene, and kinds of natural 

gum.  

The industrial process for butyl acetate pro-

duction is the esterification of acetic acid and 1-

butanol catalyzed by mineral acids such as 

H2SO4, H3PO4, HNO3, HCl due to their high ac-

tivity and stability [1]. However, the strong cor-

rosion effect of these catalysts on the chemical 

equipment and hard isolation of the reaction 

products are the purpose for numerous heteroge-

neous catalysts such as heteropoly acids [2], mo-

lecular sieves [3], resins [4] and supported metal 

oxides [5, 6] to be studied in the esterification 

processes.  

In recent years, acetic acid esterification in 

the presence of acidic ionic liquids (ILs) as envi-

ronmentally friendly catalysts has attracted much 

attention [7, 8] because of their non-

corrosiveness, negligible volatility and excellent 

thermal stability [9].  

Fraga-Dubreuil and co-workers [7] describe 

the reaction of acetic acid with C5–C7 alcohols 

using ionic liquids (l-butyl-3-methylimidazol, l-

hexyl-3-methylimidazol) containing hydrogen 

sulphate anion. Similar to the imidazolium, in the 

area of organic synthesis pyridinium-based ionic 

liquids can also be used as catalysts. For exam-

ple, the production of 2,3-disubstituted quino-

lines via one-pot three-component reaction of 

arylamines, arylaldehydes and aliphatic alde-

hydes is highly improved by adding of butylpyr-

idinium tetrachloroindate-(III) [10]. Aupoix et al. 

[11] have found that N-alkyl-pyridinium trifluo-

romethane sulfonate catalyzed the benzoin con-

densation giving good yields within short reac-

tion time using solvent-free microwave activa-

tion conditions.  

Taking into account that the esterification is a 

slow-rate and highly reversible reaction, the 

chemical equilibrium influences the conversion 

of the reactants [12, 13]. In order to reach a max-

imum conversion of the reagent during the esteri-

fication process, some approaches are proposed: 

(i) using alcohol in a large excess and/or (ii) 

physical separation of water, mainly by means of 

a distillation procedure.  

Considering that the design of a chemical re-

actor is based on the reaction rate equation, for 

optimization of a given industrial process, the 

reaction kinetics should be well determined. 

Generally, the appropriate rate equation depends 

on the reaction mechanism, including the ele-

mentary steps of the primary and side reactions.  

Considering the research papers related to the 

esterification reactions, only little information 

about the kinetics of acetic acid esterification 

using pyridinium-based acidic ionic liquids can 

be found. Thereby, the reaction kinetics of butyl 

acetate synthesis in the presence of pyridinium-

based acidic ionic liquids is investigated in the 

current paper. 
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EXPERIMENT 

 

1. Catalysts preparation  
 
The preparation procedure of pyridinium hy-

drogen sulphate involves a dropwise addition of 

equimolar (with respect to pyridine) sulphuric 

acid to an aqueous solution (5 mass./mass.%) of 

pyridine over a period of 1.5 h under vigorous 

stirring. The aqueous solution of pyridinium hy-

drogen sulphate is distilled at 333 K and reduced 

pressure (0.085 MPa). The resulted colourless 

solid product ([H–Pyr]
+
[HSO4]

–
) is dried until 

the weight of the residue remains constant. Then, 

[H–Pyr]
+
[HSO4]

–
 is washed with diethyl ether 

(0.100 L) three times and dried in vacuum (0.050 

MPa) at 353 K for 12 h. The synthesis procedure 

of the ionic liquids [H–Pyr]
+
[H2PO4]

–
 and [H–

Pyr]
+
[NO3]

–
 does not differ from the one de-

scribed for [H–Pyr]
+
[HSO4]

–
. 

 

2. Apparatus  
 
The catalytic experiments are carried out in a 

three-neck round bottom flask of 0.250 L capaci-

ty, equipped with a condenser, a Dean-Stark trap, 

a port for sample withdrawal and a thermometer. 

Mixing of the reaction fluid is performed by a 

magnetic stirrer. In a typical procedure for esteri-

fication, acetic acid (0.2778 mol), ionic liquid (5, 

10 or 15 mass.% with respect to the mass of ace-

tic acid) and inert solvent (hexane, cyclohexane 

or heptane) for water removal in the form of aze-

otrope mixture are placed in the reactor. Once 

the desired reaction temperature (343, 353 and 

363 K) is obtained, a known quantity of butanol 

(0.2778, 0.8834, 1.3890 and 1.9446 mol to reach 

a butanol-to-acetic acid molar ratio (M) of 1, 3, 5 

and 7, respectively), separately heated to the set 

temperature is added into the reactor. This time 

is considered as zero reaction time (t = 0). The 

total reaction time for the kinetic experiment is 

70 min. 

 

𝑋A =
𝐶A0 − 𝐶A

𝐶A0

 (1) 

 

where, XA is acetic acid conversion (%); CA0 is 

initial acetic acid concentration (mol L
–1

) and CA 

is acetic acid concentration (mol L
–1

) at time t 

(min). The reaction progress at given reaction 

time is monitored by measuring the water con-

tent in continuously distilled azeotrope mixture 

during the reaction. In order to confirm the reac-

tion progress, GC analysis is carried out. For this 

purpose, at regular intervals of time (10 min) 

samples (1 ml) are withdrawn and immediately 

cooled in an ice bath. The acetic acid concentra-

tion is analyzed by GC 7890A (Agilent Technol-

ogies), equipped with a flame ionization detector 

and capillary column HP-INNOWAX, 30 m  

0.32 mm  0.25µm. High purity helium at a 

flow rate of 0.0015 L min
–1

 is used as a carrier 

gas. The analytical uncertainty of GC is less than 

3%, which is in accordance with the acceptable 

limits. The acetic acid conversion is calculated 

according to Eq. (1). 

 

3. Kinetic models  
 
The esterification of acetic acid with butanol 

(Sheme 1) in the presence of [H–Pyr]
+
[HSO4]

–
, 

[H–Pyr]
+
[H2PO4]

–
 and [H–Pyr]

+
[NO3]

–
 catalysts 

is proposed as second-order reversible reaction. 

Based on it, two pseudo-homogeneous kinetic 

models are presented. The first one is used to fit 

the experimental data in cases where M  is 3, 5 

and 7. The second kinetic model is used when 

the reactants (acetic acid and butanol) are taken 

in stoichiometric amounts (M = 1). 

 

A + Y
𝑘1
→ B + Z 

Z + B
𝑘2
→ Y + A 

 

Scheme 1. Esterification of acetic acid with 

butanol. A, Y, B and Z are acetic acid, butanol, 

butyl acetate and water, respectively. k1 and k2 

are rate constants of forward and backward reac-

tion, respectively.  

 

3.1. Kinetic model at M ≠ 1 (𝐶A0  ≠  𝐶Y0) 
 
Since the acetic acid esterification with buta-

nol is proposed as a second-order reversible reac-

tion (Scheme 1), the rate equation can be repre-

sented as: 

 

−𝑟A = −
d𝐶A

d𝑡
= 𝑘1𝐶A𝐶Y − 𝑘2𝐶B𝐶Z (2) 

 

where, CA, CY, CB and CZ describe the concentra-

tion (mol L
–1

) of acetic acid, butanol, ester and 

water at reaction time t (min), respectively. 

 

The proposed kinetic model is based on the 

following limitations: (i). Assuming that the re-

action products (B and Z) are not present in the 

initial reaction mixture, their concentrations 

(𝐶B0
, 𝐶Z0

) at t = 0 are equal to zero.  
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Therefore, with respect to the acetic acid con-

version, CA, CY, CB and CZ can be written as: 

 

𝐶A = 𝐶A0
(1 − 𝑋A) (3) 

𝐶A = 𝐶A0
(1 − 𝑋A) (4) 

𝐶B = 𝐶Z = 𝐶A0𝑋A (5) 

 

(ii). Since the esterification of acetic acid with 

butanol is conducted via a reactive distillation 

process (expressed by continuous removal of 

water in the form of azeotrope), it was suggested 

that at any time of the reaction the concentration 

of water (CZ) in the reaction zone is zero. Conse-

quently, the second member of the right hand 

side (𝑘2𝐶B𝐶Z) of the Eq. (2) can be neglected. 

Hence, after rearranging of the variables and in-

tegration, Eq. (2) becomes as follows: 

 
1

𝐶A0
(𝑀 − 1)

[ln
𝑀 − 𝑋A

𝑀(1 − 𝑋A)
] = 𝑘1𝑡 (6) 

 

The plot of 
1

𝐶A0(𝑀−1)
[ln

𝑀−𝑋A

𝑀(1−𝑋A)
] versus time 

(t) is a straight line passing through the origin. 

The slope of the line represents the kinetic con-

stant value. Equation (6) is used to fit the exper-

imental data obtained at M = 3 for different reac-

tion temperatures, various catalysts and several 

catalyst concentrations. 

 

3.2. Kinetic model at M = 1 (𝐶A0  =  𝐶Y0) 
 
Taking into account the above-mentioned 

limitations, in Eq. (3) with conditions 𝐶A0  =

 𝐶Y0 and 𝐶B0
= 𝐶Z0

= 𝐶Z = 0, the rate of expres-

sion is: 

 
1

𝐶A0

(
𝑋A

1 − 𝑋A
) = 𝑘1𝑡 (7) 

 

Similar to the kinetic model for M ≠ 1 (Eq. 

(6)), the plot of 
1

𝐶A0

(
𝑋A

1−𝑋A
) versus t is a straight 

line passing through the origin. The kinetic con-

stant value is represented by the line slope.  

 

RESULTS AND DISCUSSION 
 

1 Catalyst Performance  
 
The esterification of butanol with acetic acid 

in the presence of different acidic ILs as catalysts 

is conducted for testing the reaction kinetics at 

363 K, an alcohol-to-acid molar ratio of 3 and 

catalyst loading of 10 mass.% (Fig. 1A and B).  

It is known that the esterification of carbox-

ylic acids proceed via formation of active car-

bonyl complex (pronated acid) as a consequence 

of an interaction between the carboxylic acid and 

catalyst [14]. Since the extent of catalyst acidity 

correlates to the number of above-mentioned ac-

tive complexes, it could be assumed that the con-

centration of pronated acid depends on the cata-

lyst capacity to produce hydrogen cations [15].  

Taking into account that the cation ([H–Pyr]
+
) 

in all samples does not differ, XA should depend 

mainly on the anion nature. Based on the latter, it 

is expected that the highest values of XA can be 

reached when [H–Pyr]
+
[H2PO4]

–
 is used as a cat-

alyst. In contrast, [H–Pyr]
+
[NO3]

–
 catalyst should 

possess the lowest activity.  

 

 
 

Fig. 1. Influence of different catalysts on the ace-

tic acid conversion (A) and the kinetic constant 

value (B) with time: [H–Pyr]
+
[HSO4]

–
 (), [H–

Pyr]
+
[H2PO4]

–
 (), [H–Pyr]

+
[NO3]

–
 (), kinetic 

model (----). T – 363 K, M – 3, catalyst loading – 

10 mass.%, t – 70 min. 

 

The results show that a maximum XA value of 

64% is obtained when [H–Pyr]
+
[HSO4]

–
 is used 

as a catalyst (Fig. 1A). In the cases where the 

esterification process is conducted in the pres-

ence of [H–Pyr]
+
[H2PO4]

–
 and [H–Pyr]

+
[NO3]

–
 

catalysts, the acetic acid conversion reaches 37 

and 19%, respectively.  

The dissimilarity between the experimental 

data and proposed catalytic activity of [H–

Pyr]
+
[HSO4]

–
 and [H–Pyr]

+
[H2PO4]

–
 samples 

could be explained on the basis of the electronic 

effects in anions [HSO4]
–
 and [H2PO4]

–
. The 

structure of the hydrogen sulphate anion 

([(HO)SO3]
–
) contains three oxygen atoms, 

which are not attached to hydrogen atoms (in the 

form of HO
–
 group). Due to the high electronega-

tivity of the oxygen atom [16, 17], the electron 

density is drawn toward those atoms by an induc-
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tive effect. As a result, the electron density on 

the sulphur atom decreases and a slight positive 

charge (S
δ+

) is formed. The latter is partially 

compensated by shifting the electron density 

from the O–H bond, which increases its polarity. 

Thus, the O–H bond becomes more suitable for 

cleavage to proton (H
+
). In contrary to 

[(HO)SO3]
–
, dihydrogen phosphate anion 

([(HO)2PO2]
–
) possesses two oxygen atoms, un-

bounded to hydrogen atoms. Consequently, it 

could be expected that the polarization of OH 

groups in [(HO)2PO2]
–
 will be less pronounced 

than that in (HO)SO3]
–
.  

Based on the observed electronic effects in 

the anions [HSO4]
–
 and [H2PO4]

–
, it could be 

concluded that a greater number of hydrogen 

cations during the esterification may generate 

[H–Pyr]
+
[HSO4]

–
 sample in comparison with [H–

Pyr]
+
[H2PO4]

–
 one.  

Kinetic constant (k1) values of the esterifica-

tion reaction conducted in the presence of differ-

ent catalysts are estimated by plotting the left 

hand side of Eq. (6) versus t (Fig. 1B). It is found 

out that the proposed kinetic model fits the ex-

perimental data well. The calculated kinetic con-

stant values for [H–Pyr]
+
[HSO4]

–
, [H–

Pyr]
+
[H2PO4]

–
 and [H–Pyr]

+
[NO3]

–
 at given reac-

tion conditions are 19.38 ± 2.53 (L mol
–1

min
–1

, 

 10
–4

); 10.12 ± 0.83 (L mol
–1

min
–1

,  10
–4

) and 

5.28 ± 0.59 (L mol
–1

min
–1

,  10
–4

), respectively. 

Since the [H–Pyr]
+
[HSO4]

–
 sample possess the 

highest catalytic activity, it is preferred for fur-

ther studies.  

 

2. Effect of catalyst loading 
 
The effect of [H–Pyr]

+
[HSO4]

–
 catalyst load-

ing on the conversion value of acetic acid to bu-

tyl acetate is studied with respect to time (Fig. 

2A and B). The acetic acid conversion during the 

non-catalytic (blank) reaction is also included. 

The amount of the catalyst plays a major role 

in the conversion of carboxylic acid to ester via 

esterification. At the start of an esterification 

process the concentration of the carboxylic acid 

is high which leads to a clearly pronounced in-

teraction between the acid and catalyst. Howev-

er, during the reaction progress, the acid concen-

tration decreases which results in a poorer acid–

catalyst interaction. Therefore, for increasing the 

overall conversion the amount of catalyst plays a 

crucial role.  

The results show that after 70 minutes reac-

tion time the value of acetic acid conversion dur-

ing esterification in the absence of catalyst 

(blank reaction) is 7%. The conversion value in-

creases proportionally to the catalyst loading. 

When catalyst loading increases from 5 to 15 

mass.%, XA changes from 46 to 93%. Feijt et al. 

[18] study the esterification of myristic acid with 

propanol using p-toluene sulphonic acid as cata-

lyst and show that the increasing of catalyst load-

ing enhances the number of H
+
 ions available for 

acid activation. Thus, higher conversion value 

(93%) at catalyst loading of 15 wt.% with respect 

to the conversion value (46%) at catalyst loading 

of 5 wt.% is related to a greater number of active 

carbonyl complexes.  

Plotting the left hand side of Eq. (6) versus t 

allows determination of kinetic constant values at 

different catalyst loading (Fig. 2B). Thus, the 

rate constant values of 2.12 ± 0.14 (L mol
–1

min
–

1
,  10

–4
); 13.18 ± 0.98 (L mol

–1
min

–1
,  10

–4
); 

19.38 ± 2.53 (L mol
–1

min
–1

,  10
–4

) and 47.31 ± 

3.11 (L mol
–1

min
–1

,  10
–4

) are obtained for 

blank (non-catalyzed) reaction and the esterifica-

tion carried out using 5, 10 and 15 mass.% [H–

Pyr]
+
[HSO4]

–
 catalyst, respectively. 

 

 
 

Fig. 2. Effect of [H–Pyr]
+
[HSO4]

–
 catalyst load-

ing on the acetic acid conversion (A) and the ki-

netic constant value (B) with time: 15 mass.% 

(), 10 mass.% (), 5 mass.% (), blank reac-

tion (), kinetic model (----). T – 363 K, M – 3, t 

– 70 min. 

 

3. Effect of initial reactants molar ratio  
 
The alteration of acetic acid conversion as a 

function of molar ratio of butanol-to-acetic acid 

is established at temperature of 363 K and cata-

lyst loading of 10 mass.% (Fig. 3A and B). The 

experimental data indicate that the acetic acid 

conversion to ester is significantly affected by 

the M value. The variation of molar ratio value 

from 1 to 3 strongly increases the conversion of 

acetic acid from 33 to 68% (Fig. 3A). It is estab-

lished that at M = 5 the acetic acid conversion 
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reached its maximum value (73%). At initial re-

actant molar ratio of 7 the acid conversion value 

of 67% is registered. The increasing of the acetic 

acid conversion with reactant molar ratio is not 

surprising, considering the fact that the high re-

actants concentration shifts the reaction equilib-

rium toward the left side of stoichiometry equa-

tion. 

 

 
 

Fig. 3. Effect of initial molar ratio (M) butanol-

to-acetic acid on the acetic acid conversion (A) 

and the kinetic constant value (B) with time: M = 

1 (), M = 3 (), M = 5 (), M = 7 (), kinetic 

model (----). T – 363 K, catalyst loading – 10 

mass.%, t – 70 min. 

 

However, the decreasing of the XA value from 

73 to 67% during the M alteration from 5 to 7 

suggests that a critical value of acetic acid con-

centration is achieved. At those M values, the 

acetic acid concentration is changed from 1.5476 

to 1.2057 mol L
–1

. Above a critical value of bu-

tanol concentration (in the present work it varies 

from 7.7381 to 8.4401 mol L
–1

 for M = 5 and M 

= 7, respectively), a decreasing in overall acetic 

acid conversion due to a dilution effect is ob-

served. The influence of molar ratio of reactants 

on the rate constant with time is investigated by 

means of Eqs. (6) and (7). The results show that 

the kinetic constant values depend on the reac-

tants molar ratio (Fig. 3B). Accordingly, for M = 

1, 3, 5 and 7 the kinetic constant values of 14.16 

± 0.83 (L mol
–1

min
–1

,  10
–4

); 19.38 ± 2.53 (L 

mol
–1

min
–1

,  10
–4

); 34.28 ± 5.41 (L mol
–1

min
–1

, 

 10
–4

) and 27.08 ± 2.73 (L mol
–1

min
–1

,  10
–4

) 

were obtained, respectively.  

 

4. Effect of reaction temperature  
 
The effect of temperature ranging from 343 to 

363 K on the conversion of acetic acid is investi-

gated using [H–Pyr]
+
[HSO4]

–
 as catalysts.  

As seen from Fig. 4A, XA increases rapidly 

with increasing the reaction temperature. For 

example, at 343 K the conversion of acetic acid 

after 70 min is 28%. However, when the temper-

ature is raised up to 363 K, XA reaches 93%. 

Since the esterification reaction is exothermic in 

nature, the registered alteration in acetic acid 

conversion (from 28 to 93%) is due to enhanced 

number of effective impacts between reactants, a 

consequence of the acquired kinetic energy.  

 

 
 

Fig. 4. Effect of reaction temperature on the ace-

tic acid conversion (A) and the kinetic constant 

value (B) with time: 363 K (), 353 K (), 343 

K (), kinetic model (----). M – 3, catalyst load-

ing – 10 mass.%, t – 70 min. 

 

It is observed that a plot of Eq. (6) versus t is 

a straight line passing through origin, thus sug-

gesting that the developed model is adequate to 

represent the system for different temperatures 

(Fig. 4B). The calculated kinetic constant values 

at reaction temperature of 363, 353 and 343 K 

are 31.43 ± 5.64 (L mol
–1

min
–1

,  10
–4

); 19.38 ± 

2.53 (L mol
–1

min
–1

,  10
–4

) and 7.27 ± 0.65 (L 

mol
–1

min
–1

,  10
–4

), respectively.  

Applying the Arrhenius law (Eq. (8)) in its 

linear form, the corresponding activation energy 

and pre-exponential factor are found.  

 

ln 𝑘1 = ln 𝐴 −
𝐸A

𝑅𝑇
 (8) 

 

where, k1 – kinetic constant (L mol
–1

min
–1

), A – 

pre-exponential factor (kmol min
–1

), EA – activa-

tion energy (kJ mol
–1

), R – gas constant (J mol
–

1
K

–1
) and T – thermodynamic temperature (K). 

 

The plot of lnk1 versus 1/T gives a straight 

line with the slope of −
𝐸A

𝑅
 and intercept of lnA 

(Fig. 5). Based on the Eq. (10), the values of 

77.25 kJ mol
–1

 and 767.39 kmol min
–1 
 10

4
 are 
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obtained as activation energy and pre-

exponential factor, respectively. The calculated 

EA (77.25 kJ mol
–1

) for [H–Pyr]
+
[HSO4]

–
 catalyst 

in this work is close to EA (70.66 kJ mol
–1

) re-

ported by Gangadwala et al. [19] for butyl ace-

tate synthesis in the presence of Amberlyst-15 

resin. However, the pre-exponential factor values 

for these two catalysts are quite different – 

767.39 kmol min
–1

  10
4
 and 202.80 kmol min

–1
 

 10
3
, respectively. Consequently, it could be 

assumed that the kinetic constant value is mainly 

influenced by the pre-exponential factor. 

 

 
 

Fig. 5. Arrhenius plot for butyl acetate synthesis 

in the presence of [H–Pyr]
+
[HSO4]

–
 catalysts. 

The dot line represent the regression of lnk1 ver-

sus 1000/T. M – 3, catalyst loading – 10 mass.%, 

t – 70 min. 

 

CONCLUSIONS 

 

Kinetics of butyl acetate synthesis in the pres-

ence of the ionic liquids [H–Pyr]
+
[HSO4]

–
, [H–

Pyr]
+
[H2PO4]

–
 and [H–Pyr]

+
[NO3]

–
 as catalysts is 

investigated in a batch reactive distillation unit. 

Maximum conversion of acetic acid (64%) is 

obtained when [H–Pyr]
+
[HSO4]

–
 is used as cata-

lyst. In the cases where the process is promoted 

by [H–Pyr]
+
[H2PO4]

–
 and [H–Pyr]

+
[NO3]

–
, the 

acetic acid conversion reaches 37 and 19%, re-

spectively. The observed catalytic behaviour is 

related to the different acidity of the anion. 

The acetic acid conversion increases propor-

tionally to the catalyst loading as a consequence 

of the greater number of active carbonyl inter-

mediates. It is established that above a certain 

value (5) of the initial reactants molar ratio, the 

acetic acid conversion decreases due to the dilu-

tion effect.  

Two second-order pseudo-homogeneous ki-

netic models are successfully applied for correla-

tion of the experimental data. Considering the 

kinetic equation, the activation energy and pre-

exponential factor are found to be 77.25 kJ mol
–1

 

and 767.39 kmol min
–1

  10
4
, respectively.  
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ABSTRACT 

 

To investigate heavy petroleum fraction stability by saturate, arene, resin and asphaltene analyses 

nine types of fractions with different components were used. The applied method for SARA quantifica-

tion was used and the colloidal instability index (CII) was calculated from SARA values as well. In 

comparison between CII results, the values of heavy petroleum fraction compositions demonstrated 

that stability of asphaltenes in heavy petroleum fractions is a phenomenon that is related to all these 

components and it cannot be associated with only one of them, individually. 

Key words: hydrocarbon composition, SARA method, colloidal index 

  

 

INTRODUCTION 

 

   Crude oil and heavy petroleum fractions can be 

fractionated into four components (SARA). A 

reliable compositional characterization of crude 

oil fractions is very important for optimization, 

products performance evaluation, refining pro-

cesses, structure property, oil source correlations, 

and environmental issues [1]. 

   Chromatographic techniques have been exten-

sively used for hydrocarbons group type deter-

mination, such as SARA fractionation. Studies in 

this area were first done by Jewlle et al. [2].  In 

these four fractions, asphaltenes have an im-

portant role in organic deposition during petrole-

um production and processing [1]. 

   Deposition of asphaltenes is a well-known 

problem that generates an enormous cost in-

crease in the petroleum industry. This phenome-

non seriously affects petroleum production and 

refining operations as well. A small change in 

petroleum components causes asphaltene drop-

outs [3]. 

   According to the Classical colloidal model, so-

lid particles exist with a core formed by stacks of 

asphaltenes surrounded by resins and aromatic 

molecules [4]. The idea is to identify the ratio of 

asphaltene sources that may cause asphaltene 

deposition [5]. Also, reservoirs with deposited 

asphaltene might not be those with large amounts 

of asphaltene in the oil; on the contrary they 

might be those with high saturate fractions [2]. 

Colloidal instability index (CII) is an ap-

proach to determine the instability of heavy oil 

based on  the  chemical  composition of crude oil  

 

 

[6]. The colloidal instability index (CII) suggest-

ed by Yen et al. is also applied as a widely used 

monitoring criterion to recognize the aphaltene 

deposition potential of petroleum systems [7]. In 

this article, a study was developed to provide 

experimental data of the petroleum (SARA) frac-

tions in different crude oils mixtures and the role 

of these fractions on the stability of asphaltenes. 

 

EXPERIMENT 

 

   The samples studied in this work were obtained 

from two kinds of petroleum, namely Tyulenov-

ski oil and Dolno-Dabnishki petroleum, which 

are extracted in Bulgaria. The petroleum is pro-

cessed in the Bulgarian Petroleum Refinery – 

Sofia. The physical and chemical properties and 

the composition of petroleum are given in [8]. 

Table 1 gives the weight percentages of mix-

ing blends used to achieve the objective of this 

work. 

   The analyses of saturates, aromatics and resins 

of crude oils are obtained from ASTM D893-14. 

All weight percentages related to petroleum frac-

tions have been demonstrated in Table 2. 

   Asphaltene fraction is one of the fractions in a 

categorization of crude oil samples in saturate, 

aromatic, resin and asphaltene (SARA) forms. 

Having the highest molecular weight with most 

enigmatic compounds of crude oils, asphaltene 

fractions toluene/benzene are soluble but n-hep-

tane and n-pentane are insoluble. Asphaltene 
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fractions are obtained from nine heavy oil blends 

by a method described in [9]. 

From Table 2, it can be seen that the resin and 

asphaltene fractions are smaller than saturate and 

aromatic fractions.    

Table 1. Weight percentages of petroleum 

blends 

Sample Tyulenovski oil, 

% 

Dolno-Dabnishki 

oil, % 

B-1 10 90 

B-2 20 80 

B-3 30 70 

B-4 40 60 

B-5 50 50 

B-6 60 40 

B-7 70 30 

B-8 80 20 

B-9 90 10 

Table 2. Weight percentages of maltene frac-

tions 

No saturates aromatics resins asphaltenes 

1 47.6 35.1 17.3 0.30 

2 46.7 35.7 17.6 0.36 

3 45.8 35.8 18.4 0.42 

4 45.3 35.8 18.9 0.44 

5 44.7 35.7 19.6 0.48 

6 44.3 34.9 19.8 0.54 

7 43.9 34.9 21.2 0.58 

8 43.5 32.8 23.7 0.66 

9 43.1 32.8 24.1 0.70 

 

   The CII is expressed as the sum of asphaltenes 

and saturates per the sum of aromatics and res-

ins: 

CII = (Saturates + Asphaltenes)/(Resins + Aro-

matics)    (1)  

     

If oil has a CII value below 0.7, it is defined as 

stable and if the CII is higher than 0.9, it is con-

sidered as unstable.  

   Those practical methods are considered as a 

preliminary screening analysis for asphaltene 

deposit problems. It is strongly recommended to 

have more studies on laboratory experiments to 

solve the potential problems. From Table 3, it 

can be seen that the ratio of asphaltenes to resins 

(As. /Re.) and saturates to aromatics (Sa. /Ar.), 

as well as the results of CIIs are tabulated for the 

nine crude oil blends. 

   Based on the results from Table 3, the CII val-

ue from sample No. 1 is 0.91. The CII values 

from sample No 2 to 9 are from 0.7 to 0.9. 

   The correlation between saturates, resins, aro-

matics, asphaltenes and CII are given in figures 1 

to 4. 

Table 3. Hydrocarbon group ratio and CII results 

No. As/Res. Sat/Arom CII 

1 0.01734 1.3561 0.91 

2 0.02045 1.3081 0.88 

3 0.02283 1.2793 0.85 

4 0.02328 1.2654 0.84 

5 0.02449 1.2521 0.82 

6 0.02727 1.2693 0.82 

7 0.02736 1.2579 0.79 

8 0.02785 1.3262 0.78 

9 0.02905 1.3140 0.77 

  

 

Fig. 1. Correlation between asphaltenes and col-

loidal instability index 

 

 

Fig. 2. Correlation between saturates and colloi-

dal instability index 
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Fig. 3. Correlation between aromatics and col-

loidal instability index 

 

Fig. 4. Correlation between resins and colloidal 

instability index 

   

RESULTS AND DISCUSSION 

 

   According to the above figures, it is generally 

accepted that each of the fractions influence the 

stability of crude oil mixtures. Stable oil blend 

has higher polar fraction values, i.e. for asphal-

tene, resin and aromatic. Nonpolar fraction caus-

es saturation of crude oil blend which has an 

important role in stability as well as in petro-

leum that has a higher value of saturate the prob-

ability of a decrease in stability becomes appar-

ent. 

   By spot colloidal model provisions and the 

achieved results, it may be concluded that prcipi-

tation is believed to occur when the resins are 

stripped from the colloid allowing aggregation 

and phase separation to occur. Resins have a 

strong tendency to associate with asphaltenes due 

to their opposite charge and are absorbed by 

asphaltenes to become a protective shield for 

asphaltene. When this protective shield of resins 

is removed, it might lead to the precipitation of 

asphaltenes. Probably, the destabilization (i.e. 

flocculation) of colloidal asphaltenes in oil pro-

duction systems depends principally on breaking 

up the balance of attraction forces between the 

absorbed resin molecules and asphaltene parti-

cles. The resins are considered to be the crucial 

component in holding the asphaltene micelles in 

suspension.  

Both resin and asphaltene have polar constit-

uents but the difference between them depends 

on miscibility with n-pentane or n-heptane, as-

phalttene is insoluble, while resin is miscible. 

   Resins have a strong tendency to associate with 

asphaltenes. A larger precipitation of asphaltene 

results in a decrease in resin content. Resins ad-

sorb onto the asphaltene aggregates and keep 

them dispersed in the crude oil medium. It may 

suggest that asphaltenes are the centres of mi-

celles formed by adsorption or even by absorp-

tion of resins onto the surfaces or into the interi-

ors of asphaltene particles as well. Hence for 

asphaltenes to stay in the solution, resins must be 

present. The core of the micelle is occupied by 

one or several asphaltene ‘‘molecules” and is 

surrounded by interacting resins. Resins are sur-

rounded by aromatics which ensure a progressive 

transition to the bulk of petroleum where saturat-

ed hydrocarbons are usually predominant. As-

phaltenes and resins are hetero compounds and 

form the most polar fraction of crude oil. Dilu-

tion of the resins below a certain threshold will 

cause the asphaltenes to precipitate. 

   It is generally accepted that the asphaltene mo-

lecules are dispersed in the oil by the polar mole-

cules, aromatics, and resins, thus stating that the 

asphaltenes are colloidal dispersed in crude oil. 

Considering crude oil as a colloidal system, as-

phaltenes and resins comprise the dispersed 

phase while saturates and aromatics form the 

continuous phase. The overall structure would be 

of a micellar type: the cores of the nature of as-

phaltenes together with the nature of the disper-

sion medium are also important factors that de-

termine the relative stability of crude oils and 

related materials. The interaction among both 

phases and their influence on the stability of the 

system is related to the peptizing power of the 

resins, the solvent effect of the aromatics, the 

precipitant properties of saturates and the floccu-

lation tendency of asphaltenes. As mentioned 

before, resins are the most polar fraction, and 
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aromatic species are present in deasphalted oil 

and, it has been suggested, contribute to the en-

hanced solubility of asphaltenes in crude oil by 

solvating the polar and aromatic portions of the 

asphaltenic molecules and aggregates. In opposi-

tion to the contents of saturates, a higher per-

centage of aromatics and resins could confer to 

the oils a higher capacity to keep asphaltenes in 

solution. The attractive interactions experienced 

by colloidal-sized asphaltene aggregates near the 

onset of precipitation are probably dominated by 

nonpolar Van Der Waals forces. It is generally 

accepted that the asphaltene molecules are dis-

persed in the oil by the polar molecules, aroma-

tics, and resins, thus stating that asphaltenes are 

colloidal dispersed in crude oil. 

The study of the crude oil composition (satu-

rates, aromatics, resins and asphaltenes) demon-

strates that the stability of asphaltenes in crude 

oils is a phenomenon that is related to the behav-

iour of all these components and the influence of 

each fraction is on other fractions according to 

their polarity as well, but it cannot be associated 

with only one of them, individually. 
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ABSTRACT 

 

Chemicals that are persistent in the environment, bioaccumulate in people and/or wildlife, and are 

toxic are called PBTs. Because of these features, as long as they remain on the market and can be 

therefore released in the environment, they will threaten the health of humans and wildlife. The nature 

of the risk will depend on their specific toxic properties, the size of the exposed population or 

ecosystem, and the extent and duration of exposure. Benzene is a simple cyclic organic compound 

which is found naturally in the environment at low concentrations. Benzene occurs naturally in crude 

oil and as a consequence is a constituent of petrol. The aim of this work is to predict the possible 

microbial metabolites of petroleum benzene and their persistence, bioaccumulation and toxicity using 

(Q)SAR Application Toolbox and PBT Profiler software.  

Key words: persistence, bioaccumulation, toxicity, metabolites, petroleum benzene, environment 

 

INTRODUCTION 

 

The quality of life on earth is linked in-

extricably to the overall quality of the envi-

ronment. Release of persistent, bioaccumulative 

and toxic chemicals has a detrimental impact on 

human health and the environment. Petroleum 

hydrocarbon is one common example of a 

chemical which enters the environment 

frequently and in large volumes through 

numerous routes. The problem is worldwide, but 

more severe in the developing countries, where 

there are no effective regulatory policies on the 

environment [1]. 

Changes in gasoline formulations to reduce 

benzene content and the use of fuel-efficient 

vehicles or natural gas-powered vehicles were 

considered to likely have the greatest impact in 

reducing benzene emissions in the environment. 

A marked decrease in benzene emissions has 

been noted since 1975 [2]. The four primary pro-

cesses that control the rate and behaviour of 

benzene in the environment are (1) evaporation 

or volatilization into the gas phase coupled with 

diffusive transport in the gas phase; (2) sorption 

to soil, particularly to organic matter; (3) bio-

degradation; and (4) leaching by rainwater in-

filtrating through the unsaturated zone and/or 

dissolution in groundwater [3]. 

Organic substances that are persistent, bio-

accumulative and possess toxic characteristics  

 

likely to cause adverse human health or envi-

ronmental effects are called PBTs (Persistent, 

Bioaccumulative, Toxic substances). In this con-

text, ‘substance’ means a single chemical 

species, or a number of chemical species which 

form a specific group by virtue of (a) having 

similar properties and being emitted together into 

the environment or (b) forming a mixture 

normally marketed as a single product. 

Depending on their mobility in the environment, 

PBTs could be of local, regional or global 

concern. Under the auspices of the United 

Nations Economic Commission for Europe 

(UNECE), the Convention on Long-Range 

Transboundary Air Pollution (CLRTAP), a 

protocol on persistent organic pollutants (POPs) 

has been drawn up, in which POPs are defined as 

‘a set of organic compounds that: (i) possess 

toxic characteristics; (ii) are persistent; (iii) are 

liable to bioaccumulate; (iv) are prone to long-

range atmospheric transport and deposition; and 

(v) can result in adverse environmental and 

human health effects at locations near and far 

from their sources’ [4]. 

The aim of this work is to predict the possible 

microbial metabolites of petroleum benzene and 

their persistence, bioaccumulation and toxicity 

using (Q)SAR Application Toolbox and PBT 

Profiler software. 

mailto:jtasheva_2006@abv.bg
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MATERIALS AND METHODS 

 

Compounds. The microbial metabolites of 

petroleum benzene were investigated and are 

presented in Table 1. 

OECD (Q)SAR Application Toolbox. 

(Quantitative) Structure-Activity Relationships 

[(Q)SARs] are methods for estimating properties 

of a chemical from its molecular structure and 

have the potential to provide information on the 

hazards of chemicals, while reducing time, 

financial costs and animal testing currently 

needed. To facilitate the practical application of 

(Q)SAR approaches in regulatory contexts by 

governments and industry and to improve their 

regulatory acceptance, the OECD (Q)SAR 

project has developed various outcomes such as 

the principles for the validation of (Q)SAR 

models, guidance documents as well as the 

QSAR Toolbox [5]. 

Metabolic pathways documented for 200 or-

ganic chemicals in different mammals are stored 

in a database format that allows easy computer-

aided access to the metabolism information. The 

collection includes chemicals of different classes, 

with a variety of functionalities, such as aliphatic 

hydrocarbons, alicyclic rings, furans, halo-

genated hydrocarbons, aromatic hydrocarbons 

and haloaromatics, amines, nitro-derivatives, and 

multifunctional compounds. In vivo and in vitro 

(predominantly, with liver microsomes as expe-

rimental systems) studies were used to analyze 

the metabolic fate of chemicals.  Different sour-

ces, including monographs, scientific articles and 

public websites were used to compile the 

database [5, 6].   

Criteria used by the PBT Profiler. The PBT 

Profiler is a screening-level tool that provides 

estimates of the persistence, bioaccumulation, 

and chronic fish toxicity potential of chemical 

compounds. It is designed to be used when data 

are not available. In order to help interested par-

ties make informed decision on a chemical’s 

PBT characteristics, the PBT profiler 

automatically identifies chemicals that may 

persist in the environment and bioaccumulate in 

the food chain. These chemicals are identified 

using thresholds published by the Environmental 

Protection Agency (EPA) [7]. 

Persistence criteria. The PBT Profiler com-

bines the persistence criteria for water, soil, and 

sediment and highlights chemicals with an esti-

mated half-life ≥ 2 months and < 6 months as 

persistent and those with an estimated half-life ≥ 

6 months as very persistent. The half-life in air is 

not used in the PBT Profiler's Persistence 

summary (chemicals with an estimated half-life 

> 2 days are considered as persistent). The PBT 

Profiler uses 30 days in a month for its 

comparisons.   

Bioaccumulation criteria. The PBT Profiler 

combines the bioaccumulation criteria and high-

lights chemicals with a BCF ≥ 1000 and < 5000 

as bioaccumulative and those with a BCF ≥ 5000 

as very bioaccumulative.  

Toxicity criteria. To highlight a chemical that 

may be chronically toxic to fish, the PBT profiler 

uses the following criteria: Fish ChV (Chronic 

Value) > 10 mg/l (low concern), Fish ChV = 0.1 

- 10 mg/l (moderate concern) and Fish ChV < 0.1 

mg/l (high concern). 

 

               RESULTS AND DISCUSSION 

 

The PBT profiler uses a well-defined set of 

procedures to predict the persistence, bio-

accumulation, and toxicity of chemical com-

pounds when experimental data are not available 

[8]. The persistence, bioaccumulation, and fish 

chronic toxicity values estimated by the PBT 

profiler are automatically compared to criteria 

published by EPA. Chemicals that are persistent, 

bioaccumulative, and toxic have the potential to 

concentrate to levels that may cause significant 

averse impact on human health and the 

environment. 

The results of the possible observed microbial 

metabolites of petroleum benzene and their per-

sistence, bioaccumulation and toxicity by soft-

wares of (Q)SAR Application Toolbox and PBT 

Profiler are presented in Table 1. 

Table 1. PBT Profiler estimate of observed 

microbial metabolites of petroleum benzene  

Name of 

observed 

micro 

bial meta 

bolites of 

petroleum 

benzene 

 

Persistence Bio 

accu 

mula 

tion 

Toxi 

city 

Media 

(water, 

soil, 

sedi 

ment, 

air) 

Half-

life 

(days) 

Per 

cent 

in 

Each 

Me 

dium 

BCF Fish 

ChV 

(mg/l) 

5,6-Dihydro 

xy 

cyclo 

8.7; 

17; 78; 

0.026 

43%; 

57%; 

0%; 

3.2 0.4 

 



77 
 

hexa-1,3-

diene 

0% 

1,2-

Benzenediol 

15; 30; 

140; 

0.15 

18%; 

82%; 

0%; 

0% 

3.2 14 

 

2-Hydroxy-

6-oxo-2,4-

hexadienoic 

acid 

8.7; 

17; 78; 

0.38 

28%; 

72%; 

0%; 

0% 

3.2 0.46 

2,4-Hexa 

diene 

dioic acid 

8.7; 

17; 78; 

0.54 

25%; 

75%; 

0%; 

0% 

3.2 8,500 

Analysis of the data in Table 1 reveals that 

some observed microbial metabolites of 

petroleum benzene are persistent and toxic (Fish 

ChV). The PBT Profiler estimates that the four 

observed microbial metabolites are not expected 

to bioaccumulate in the food chain because they 

do not exceed the BCF criteria. The compounds 

have moderate to low toxicity. 

Predicted microbial metabolites of petroleum 

benzene and their persistence, bioaccumulation 

and toxicity using both software products are 

presented in Table 2. 

Table 2. PBT Profiler estimate of predicted 

microbial metabolites of petroleum benzene 

Name of 

predicted 

microbial 

meta 

bolites of 

petroleum 

benzene 

 

Persistence Bio 

accu 

mula 

tion 

Toxi 

city 

Media 

(water, 

soil, 

sedi 

ment, 

air) 

Half-

life 

(days) 

Per 

cent 

in 

Each 

Me 

dium 

BCF Fish 

ChV 

(mg/l) 

1,2-

Benzenediol 

15; 30; 

140; 

0.15 

18%; 

82%; 

0%; 

0% 

3.2 14 

 

2-Hydroxy-

6-oxo-2,4-

hexa 

dienoic acid 

8.7; 

17; 78; 

0.38 

28%; 

72%; 

0%; 

0% 

3.2 0.46 

2-Hydroxy-

2,4-penta 

dienoic acid 

8.7; 

17; 78; 

0.26 

42%; 

56%; 

0%; 

1% 

3.2 2.2 

2-Oxo-4-

pentenoic 

acid  

 

8.7; 

17; 78; 

0.36 

34%; 

66%; 

0%; 

0% 

3.2 1000 

4-Hydroxy-

2-oxo 

pentanoic 

acid 

 

8.7; 

17; 78; 

0.58 

33%; 

66%; 

0%; 

0% 

3.2 18,000 

2-oxo-

propanoic 

acid  

 

8.7; 

17; 78; 

26 

34%; 

66%; 

0%; 

0% 

3.2 4,100 

Acetaldehy 

de 

15; 30; 

140; 1 

48%; 

47%; 

0%; 

5% 

3.2 12 

Acetic acid 8.7; 

17; 78; 

22 

35%; 

62%; 

0%; 

3% 

3.2 2,000 

Formal 

dehyde 

15; 30; 

140; 

1.7 

43%; 

54%; 

0%; 

3% 

3.2 3.6 

Formic acid 8.7; 

17; 78; 

36 

35%; 

61%; 

0%; 

4% 

3.2 460 

Analysis of the predicted microbial 

metabolites of petroleum benzene in Table 2 

reveals that it is persistent and toxic and does not 

bioaccumulate in the food chain. The metabolites 

have moderate to low toxicity. 

 

CONCLUSION 

The PBT Profiler is an online risk-screening 

tool that predicts a chemical's potential to persist 

in the environment, bioconcentrate in animals, 

and be toxic, properties which cause concern for 

human health and the environment. Using this 

tool for the investigated, observed and predicted 

microbial metabolites of petroleum benzene, it 

was established that, according to the Criteria 

used by the PBT Profiler, they are persistent, do 

not bio-accumulate in the food chain and have 

moderate to low toxicity. 
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ABSTRACT 

 
Human reliability assessment for prevention and management of technological risks is a very im-

portant, yet not well enough explored area in Bulgaria. This fact can be explained by the specific fea-

tures of our economy, where the place of the human, as the most valuable asset of any company, is still 

not well defined, along with the efforts directed towards assessment and development of human relia-

bility. Most difficulties when assessing a worker are related to the diverse expressions of human be-

haviour, and their effect on different risk zones of the technological processes. The following study is 

aiming to assess how the human behaviour of workers in a chemical company influence the execution 

of their work duties, by using data from a test system and a mathematical model for risk assessment 

through integral risk index. 

Key words: human reliability, integral risk index 
 

 

INTRODUCTION 
 

The following study is based on the applica-

tion of the mathematical model for assessment of 

the integral risk index and human reliability of 

workers in a chemical company in Bulgaria. To 

collect the data needed for the research a test sys-

tem developed for evaluation of the correlation 

between the theoretical model for the assessment 

of human reliability and the accuracy of its fac-

tors, their constituents and range is used [1]. 

The test system was applied on twenty-one 

people, working at different job positions in a 

factory producing phosphate compounds in Bul-

garia. They included: a head of the shifts of op-

erators, a technologist, a head of operational ac-

tivity, an administrative assistant, an accountant, 

a financial controller, a chief legal consultant, a 

sales expert, a stock manager, a specialist of sup-

plies. The applied test system was implemented 

as a questionnaire of 80 questions, divided into 

five groups according to the five basic factors 

chosen in the mathematical model for integral 

risk index: Professional characteristic, Personal 

characteristic, Team behaviour, Physical condi-

tion and Work environment. The five point scale 

response ranging from maximum to minimum 

was used: strongly agree, agree, neither agree nor 

disagree, disagree and strongly disagree. Every 

employee completed the questionnaire in person 

as a self-assessment of his/her characteristics.  

The test system included the following infor-

mation groups: General information; Profession-

al characteristics; Personal characteristics; Work 

environment; Physical condition and Collec-

tive/Team behaviour. 

 

EXPERIMENT 
 
The main idea of the study is to assess the 

human reliability of the tested workers in a 

qualitative and quantitative way, by 

implementing the gathered data in the developed 

mathematical model for integral risk index. The 

results should be interpreted as theoretical and 

could not be related to the image or the 

production of the company.   

The main problem we faced when gathering 

experimental data and assessing the human 

reliability, was the reluctance of a company to 

spend the time of its employees on something, 

not directly related to its area of activity. This is 

particularly true in chemical companies, where 

employees have specific tasks with high 

importance and not enough time for additional 

activities such as scientific research. The 

company producing phosphate products not only 
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did not reject our request, but returned over 

twenty filled questionnaires-test systems, which 

made us proud and optimistic for the 

development of the subject of human reliability 

in the chemical industry sector in Bulgaria. The 

fact that this company took care of their 

employees deserves respect and admiration.  

For the sake of the characteristic of our study-

survey on the human reliability in the chemical 

industry, from all 21 respondents we had from all 

departments of the company, we chose those 12 

from them who are directly involved in the 

technological process of chemical production, 

with the ensuing duties and responsibilities. 

The test system was applied to 12 employees 

with different levels of responsibility and 

different work duties. Amongst them are: Head 

of shift - 2 people, Head of storage – 1 person, 

Device operator - 4 people, Device operator-

drying and granulation (dg) - 1 person, Storage 

organizer - 1 person, Technologist – 2 people 

and a Manager of operational activity. The 

people had different years of work experience 

(YE). Using the data from the test system and the 

mathematical model for integral risk index, we 

calculated the risk index of each person both 

quantitatively and qualitatively (Rint) as well as 

their human reliability (HR) (Table 1). 

 

Table 1. Integral risk index of employees, years of work experience and human reliability 
 

p
r
o

fe
ss

io
n

 Head of 

shift 

 

Head 

of 

shift 

 

Head 

of 

storage 

Device 

operator 

Device 

operator 

Device 

operator 

(dg) 

Storage 

organizer 

Techno- 

logist 

Device 

operator 

Device 

operator 

Manager 

operation

al activity 

Techno- 

logist 

YE 

Rint 

Risk 

index 

HR 

11 
0,291 

low 

 
 high 

14 
0,368 

low 

 
 high 

11 
0.321 

low 

 
   high 

9 
0.389 

medium 

 
medium 

1 
0,381 

medium 

 
medium 

16 
0.348 

low 

 
     high 

5 
0.305 

low 

 
     high 

11 
0,300 

low 

 
   high 

10 
0,406 

medium 

 
 medium 

7 months 
0,517 

medium 

 
 medium 

- 
0,379 

medium 

 
   medium 

2 
0,350 

low 

 
high 

 

RESULTS AND DISCUSSION 
  
All of the assessed people, working in the 

technological process of the company have low 

and medium level of integral risk index, 

respectively high and medium level of human 

reliability.  

This means that all of the respondents are 

developing their duties with responsibility and 

care in such a way that their behaviour can 

contribute to the realization of accidents on a 

comparatively small scale - because of their low 

and medium integral risk index - the lower the 

risk index is, the higher the human reliability.  

The results obtained can be explained by the 

level of human reliability on the opposite way. 

The higher level of human reliability is, the 

lower is the probability of the person to develop 

conscious actions which can lead to a 

technological accident. 

Although all the results of the respondents are 

in the low and medium risk scale, we would 

focus on the best result, which would be 

displayed with its integral risk index profile, 

through which the most important factor for this 

case would be seen (Fig. 1).  

  
Fig. 1. Integral risk index profile of Head of 

shift with 11 years of experience 
 
The best result we obtained belongs to the 

Head of shift with 11 years of work experience at 

this position. His integral risk index is in the low 

scale, which means that there is a low probability 

for his behavior and the way he executes his 

work obligations, solely or as a part of a team, to 

initiate a high scale accident, risk or critical 

event. Here it is quite important to underline, that 

our concept of human reliability is not related to 

task analysis which can be simply defined as the 

study of what a person is required to do, in terms 

of actions and mental processes, to achieve a 

goal [2]. Human reliability is inversely 

proportional to the integral risk index and this is 

an assessment of five general factors, which 
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Factor, which is most important for the work duties,

according the respondents

Personality 

Prof. qualification

Behavior

Health condition

assess the professional qualification of the 

respondent with its working obligations, the way 

its personal characteristic is relevant to his work, 

how he blends in the team, what is his physical 

condition and which are (if there are any) the 

dangers in the surrounding environment. We 

consider this analysis as more complex and 

challenging.  

According to our research, the Head of the shift 

with 11 years of work experience had an integral 

risk index of 0.291, which means low risk and 

high human reliability.  

As can be seen in Figure 1, this result is due 

not only to his professional qualification, but 

because of his personal characteristics. This 

person has only secondary education, he does not 

have many professional qualifications, but 

according to him, the theoretical knowledge is 

less needed than the practical that he has gained 

from his 11 years of work in the plant.  

As head of shift, he has to manage a group of 

technologists, who should act as a team, while 

working on the plant. He has a management role 

for one production team/shift, which is why he 

should be responsible for developing efficient 

work methods, and collaborating with workers to 

increase productivity while maintaining the 

production process in a safe and effective way.  

His personality is very important and the low 

level of his integral risk index comes exactly 

because the test system data, produced by the 

mathematical model, described that his personal 

profile fully meets the requirements of the 

position. 

He is responsible, well organized, has a very 

good connection with the rest of the team, the 

people he manages like and respect him, he is 

fair and objective.  

All 12 people engaged with the technological 

process, were asked to rank the five factors 

which are included in the integral risk index 

determination by importance for the effective 

and safe execution of their working activities. 7 

respondents out of 11 ranked professional 

qualification as the most important for human 

reliability, 2 of them pointed out behaviour as the 

most important, 1 - the health condition of the 

worker and only 1 pointed out the personality 

(Fig. 2). 
 
 
 

 

Fig. 2. Ranking of the five basic factors 

 

People believe that training provides 

competences, so when competences have to be 

provided, education is the answer, but most of 

the time, training is overemphasized because it is 

the easy option. It is time-consuming and 

therefore expensive to assess a person’s 

competence adequately, since it involves 

observation of their performance at work [3].   

The results received by us prove this theory, 

but still the qualification people receive at 

university should be upgraded with practice, 

which is the case with the person with the best 

result, who does not have university education, 

but 11 years of success in management of the 

people and the technological process he is in 

charge of. 

There is quite an interesting score in the 

question where the respondents are required to 

list the personal features of a person who would 

do their job in the best possible way, with less 

risk for a critical event. All respondents were 

invited to choose from a list of characteristics, 

giving more than one answer.  

According to the respondents, the personal 

profile of the best worker is a person who is 

polite, calm, positive, decisive, persistent and 

talkative. Most of them pointed out “calmness” 

as the most important feature - 8 out of 11 

people.   

This fact can be explained with the intense 

working and production process, where a calm 

person would best contribute to the effectiveness 

of the process. 

7 out of 11 people pointed out “positive”, 6 

chose “polite” and “decisive”, five “talkative” 

while “persistent” came last (Fig. 3). 
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Fig. 3. Most needed personality features 
 
The results show that the ability of the person 

to communicate with the rest of the team is of 

great importance for the formation of the so-

called “safe’ working environment in which the 

people behave and execute their activities 

without stress and tension. In this technological 

environment and the exact parameters which 

should be obtained, the importance of every 

person as part of a team increases. In this context 

the development of safe working environment, 

means to develop conditions which would reduce 

the probability of human error and prevent an 

accident from happening. 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
Fig. 4. Level of danger in the technological 

processes 
 
This theory is proved by the results shown in 

Fig.4, which summarizes the data from the test 

system focused on the opinion of the respondents 

about the level of danger in the technological 

plant where they work. According to most of 

them, the danger is of average level (9 out of 12 

people), small (2 out of 12 people) and high level 

(1 out of 12 people), which means that the 

technological equipment is effective and secure 

and the workers feel confident and well, working 

with it.  

 

Fig. 5. What feature of the surrounding 

environment do you consider capable of 

generating danger on the technological site? 
 
When asked about the sources of danger in the 

surrounding environment (Fig.5), most of the 

people pointed out “colleagues”. The information 

can be connected with the results described in 

Fig. 3, and the most appreciated quality of a 

person, which is “calm”. It seems that this 

personal feature is quite necessary for the 

development of safe and effective work area, 

which increases human reliability and the overall 

work efficiency. 

 

CONCLUSION 
 
The technological process is a complex pro-

cess with lots of obvious and hidden risk zones, 

where people have to implement their knowledge 

and skills as a team, trying to meet both the high 

requirements of the process and the difficulties 

of working jointly in the team. The team is the 

area which acts like a mirror, strengthening the 

good qualities of the person when his place is 

right and his position includes the right duties 

and responsibilities, and deepening the bad quali-

ties, if he does not feel wanted, understood or ac-

cepted. Without being part of the professional 

training, personal development is part of the de-

velopment of a safe working environment, which 

is equally important for the efficiency of the 

working process. As a complex factor, human re-

liability should be a subject of research and the 

means of its increasing and improvement should 

be implemented in any type of system and pro-

cess. This factor is not only related to the ratio 

between the failures and the correct actions of 
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the man-machine system, but to the complex 

evaluation of the sub-factors that influence it, 

one of the most important of which is the per-

sonal characteristic of the worker. 

 

REFERENCES 
 
 
1. S.Nedkova, R.Dimitrova, M.Lybcheva, Hu-

man reliability assessment, through integral risk 

index, International Journal of Scientific Re-

search Volume: 4, Issue: 5, May – 2015, page 

244-268  

2. Kirwan,B. and Ainsworth, L.K. (1992) A 

guide to task analysis, Taylor and Francis 

3. Boyle Tony, Health and Safety: Risk Man-

agement, Routledge, 2015 

 



84 
 

 

                                      ANNUAL OF ASSEN ZLATAROV  UNIVERSITY, BURGAS 

                                                                  BULGARIA, 2017, v. XLVI (1) 
  

 

 

ESTIMATION OF THE SOLAR POTENTIAL IN THE MUNICIPALITY OF BURGAS 

 

Zdravka Nikolaeva 

E-mail: z.v.burieva@gmail.com 

 

ABSTRACT 

 

The paper reports the monthly average and annual estimation of the solar potential and the cloud 

cover made at three monitoring sites in the Municipality of Burgas: AMS Meden Rudnik, DOAS 

OPSIS and AMS Dolno Ezerovo. The data were taken at noon (12:00 local time, GMT+2), when the 

solar radiation has a maximum. The dependence between the measured and calculated cloud cover 

was studied. The total solar radiation and the corrected radiation were compared with respect to the 

cloud cover. The calculated total solar radiation can be used for scientific purposes, e.g. for estima-

tion of the solar potential in the Municipality of Burgas. An estimation of the annual amount of solar 

radiation for the Municipality of Burgas was made, which can be used for practical purposes, e.g. 

design of photovoltaic parks, design of heating and cooling domestic installations, greenhouses, etc. 

Key words: solar potential, total solar radiation, cloud cover, regression model, coefficient of de-

termination. 

 

INTRODUCTION 

 

Solar radiation is the main source of energy 

for almost all natural physicochemical processes 

taking place on the ground and in the atmosphere 

[1, 2]. Only about 27% of the solar radiation, 

called direct solar radiation, reaches the surface 

of the earth [3]. Together with part of the dif-

fused energy, which also reaches the surface, it 

forms the total solar radiation. According to the 

International System of Units (SI) [4], the 

amount of global radiation per unit area per unit 

time G is called intensity or “insolation”.  

The Earth’s irradiation depends on a number 

of factors, but the orbital mechanics stipulating 

the planet trajectory and thus the distance and 

angle by which the planet stands against the Sun 

is the most important one. The average arithme-

tic insolation (solar or sun constant) reaching a 

surface perpendicular to the Sun’s direction and 

at a distance from the Sun equal to the arithmetic 

average distance between the Earth and the Sun 

(astronomic unit AU = 149 597 870.691 km) is 

considered to be 1367.7 W/m
2
, according the 

latest data from NASA [5] and it is denoted by 

SCI [4].  

The total global insolation incident directly 

on a horizontal area of the Earth (Global Hori-

zontal Irradiation) GHI - G0 is a function of the 

angle of the Sun above the horizon and the cloud 

cover. The monthly average and annual values of 

this radiation are mainly used for practical pur-

poses, such as the design of solar energy parks, 

design of heating and cooling installations, 

greenhouses, etc.  

The use of renewable energy is highly stimu-

lated by the European Union and the main regu-

lation dealing with the power generation by re-

newable sources is Directive 2001/77/ EC on the 

promotion of electricity produced from renewa-

ble energy sources in the internal electricity mar-

ket. The national indicative goal for Bulgaria is 

to reach 16% of the total energy supply to be 

generated from renewable sources [6]. The total 

installed electricity generation power of the pho-

tovoltaic parks is planned to be 200 MW, which 

is about 5% of the total power generated by re-

newable sources.  

In the present paper, estimation is made of the 

monthly average and annual solar potential and 

cloud cover at three monitoring sites in the Mu-

nicipality of Burgas: AMS Meden Rudnik, 

DOAS OPSIS and AMS Dolno Ezerovo. 

 

MATERIALS AND METHODS 

 

Sunshine duration is the total time (day, 

month, year or other period) of direct sunshine. It 

is expressed in hours and tenths of hours (abso-

lute sunshine duration) or percentage of the as-
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tronomically possible duration (relative sunshine 

duration) [7]. 

The total global insolation (total extraterres-

trial solar radiation) G0 can be determined by the 

formula of Klein [8] 
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where:  –geographic latitude, degree;  –decli-
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2
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where: d is the day of the year. Usually, the 15
th
 

day of the month is taken to calculate the solar 

radiation.  

Sun height is determined by the formula: 

 coscoscossinsinsin ...h ,                 (2) 

where:  –geographic latitude, degree;  –

declination, degree;  –hour angle, degree. 

In the present paper, a simplified model is 

suggested for determination of the hourly values 

of the total solar radiation on a monthly basis for 

the different monitoring sites. It describes the 

dependence between the total solar radiation G  
and the astronomic time. The regression model 

used was polynomial of the type: 

6
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where: b , 1a , 2a ,...., 6a –regression coefficients, 

t– time. 

Monthly average and annual estimation of the 

relationship between the total global insolation 

oG (called Global Horizontal Irradiation GHI) 

and the amount of clouds. The data were taken at 

local noon (12:00, GMT+2), when the incident 

GHI is maximal. A comparison was made be-

tween the GHI corrected for the cloud cover and 

the total solar radiation G measured. The meas-

ured and calculated values of cloud cover at the 

monitoring sites were compared. Estimation was 

made for the solar potential of the Municipality 

of Burgas. The values of the radiation obtained 

were compared with these obtained by the esti-

mation of the potential of the average annual 

solar radiation for the Burgas Region [9]. 

By comparison between the measured and 

calculated values, the quality of the regression 

models [10, 11, 12] was estimated by the coeffi-

cient of determination R
2
 which shows the extent 

of the linear dependence between the regressors 

included in the model and the predicted value of 

the initial variable. 

 

RESULTS AND DISCUSSION 

 

The paper reports the monthly average and 

annual estimation of the solar potential and the 

cloud cover made at three monitoring sites in the 

municipality of Burgas: AMS Meden Rudnik 

(European code BG0056А; geographic coordi-

nates N42
0
 28’ 01”, E27

0
 23’ 23”), DOAS 

OPSIS (European code BG0063А; geographic 

coordinates N42
0
 31’ 07”, E27

0
 26’ 18” ) and 

AMS Dolno Ezerovo (European code BG0044А; 

geographic coordinates N42
0
 31’ 05”, E27

0
 22’ 

01”).  

The total global insolation incident directly 

on a horizontal area of the Earth (Global Hori-

zontal Irradiation) GHI – G0 is a function of the 

angle of the Sun above the horizon and the cloud 

cover.  

The following parameters were calculated for 

the monitoring sites in the Municipality of Bur-

gas: monthly average solar elevation corrected 

for atmospheric refraction h, degree; average 

total cloud cover c, % (average total cloud cov-

er); Global Horizontal Irradiation) GHI – G0, 

W/m
2
; Expected GHI corrected for the cloud 

cover), W/m
2
 and the Measured Total Solar Ra-

diation G, W/m
2
. Formulae (1), (2) and (3) were 

used for this purpose. 

The data were taken at local noon (12:00, 

GMT+2) when the incident GHI is maximal. 

Table 1 shows the monthly average values of the 

solar elevation h, degree; cloud cover c, %; GHI 

– G0, W/m
2
; the corrected GHI, W/m

2
 and the 

total solar radiation measured G, W/m
2
 for 

DOAS OPSIS, Burgas. Their annual values were 

also calculated. 

The relationship between the total global in-

solation (GHI) G0, GHI corrected for the cloud 

cover and the average cloud cover are illustrated 

in Fig.1. 

The lowest values of the cloud cover (less 

than 36%) were registered for the period from 

May to September and, hence, the corrected GHI 

is lower than the expected total global insolation 
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(GHI) G0. Correction of G0 smaller than 20% 

was observed for July and august (July - 14 %, 

August – 17%). For the rest of the months the 

correction was higher than 50% (the smallest one 

in October – 50% and the highest one – in Janu-

ary – 73 %). 

Table 1. Monthly average values for DOAS OPSIS, 12 local time (solar elevation h, degree; cloud 

cover, c, %; total global insolation (GHI) G0, W/m
2
; expected GHI, W/m

2
 and measured total solar 

radiation G, W/m
2
) 

Month 

Solar Elevation 

corrected for atm 

refraction 

h [deg] 

Average total 

Cloud cover 

c [%] 

Clear sky 

GHI 

G0 [W/m
2
] 

Expected GHI 

corrected for 

Cloud cover 

[W/m
2
] 

Measured 

Total Solar 

Radiation 

G [W/m
2
] 

January 

February 

March 

April 

May 

June 

July 

August 

September 

October 

November 

December 

26.19 

33.91 

44.97 

56.72 

65.76 

69.64 

67.43 

60.17 

49.83 

38.46 

28.89 

24.17 

72.68 

55.85 

54.95 

49.45 

36.02 

30.82 

24.13 

25.58 

34.98 

48.43 

46.42 

56.52 

904.79 

1002.07 

1100.52 

1143.53 

1085.20 

1049.50 

1020.91 

1068.14 

1092.56 

1062.24 

896.64 

862.02 

247.19 

442.86 

465.32 

532.77 

694.51 

761.39 

876.90 

882.41 

710.35 

526.51 

480.45 

374.85 

345.61 

450.46 

526.81 

596.69 

723.44 

726.91 

799.98 

827.81 

686.48 

527.84 

436.37 

356.12 

Ann 47.18 44.65 1032.77 582.96 583.71 
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Fig. 1. Solar radiation and cloud cover for DOAS OPSIS, 12 GMT. 

 
 

Fig. 2. Dependence between the measured and calculated cloud covers by sites 
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The dependencies between the cloud covers 

measured and calculated at three sites in the mu-

nicipality of Bourgas: AMS Meden Rudnik, 

DOAS OPSIS and AMS Dolno Ezerovo are pre-

sented in Fig.2. 

The regression coefficients and the coeffi-

cients of determination for the measured and the 

calculated cloud cover are presented in Table 2. 

Table 2. Regression coefficients and Coeffi-

cients of determination for average total cloud 

cover 

Monitoring site Coefficients 

Coefficient of 

determination 

R
2 

AMS Meden 

Rudnik 

b = 7.630592 

a = 91.384575 
0.908319 

DOAS OPSIS 
b = 0.683037 

a = 100.96808 
0.925380 

AMS Dolno 

Ezerovo 

b = 4.096164 

a =96.03575 
0.923558 

 

It can be seen from Fig.2 and Table 2 that the 

coefficients of determination were high enough 

(R
2 

> 0.9) which means that the regression de-

pendence can be used for analysis and prediction. 

Therefore, the cloud cover measured can be used 

to calculate the corrected GHI. 

Fig.3 shows graphically the dependence be-

tween the values of the total solar radiation 

measured for DOAS OPSIS, 12:00 local time 

and the corrected GHI. 

Solar Irradiation for DOAS OPSIS
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Fig. 3. Dependence between the measured and 

corrected radiation for DOAS OPSIS, 12:00 

local time. 

 

Table 3. Monthly average values of the total solar radiation for the monitoring sites measured daily 

from 8 to 17 (the approximate duration of sunshine) 

 

Month 
AMS Meden Rudnik 

G [W/m
2
] 

DOAS OPSIS 

G [W/m
2
] 

AMS Dolno Ezerovo  
G [W/m

2
] 

January 

February 

March 

April 

May 

June 

July 

August 

September 

October 

November 

December 

357.63 

470.85 

558.13 

656.51 

777.70 

774.09 

838.17 

864.03 

716.27 

551.21 

462.11 

339.45 

345.61 

450.46 

526.81 

596.69 

723.44 

726.91 

799.98 

827.81 

686.48 

527.84 

436.37 

356.12 

348.41 

476.90 

560.00 

638.43 

751.87 

776.09 

815.51 

856.90 

717.04 

556.58 

450.92 

352.58 

Ann 613.85 606.03 608.44 

 

As can be seen from Fig.3, the coefficient of 

determination obtained was quite high (R
2
 = 

0.947), which indicated that the regression de-

pendence can be used for analysis and prediction.  

The analysis carried out showed that the total 

solar radiation calculated by formula (3) can be 

used for scientific research since the values of 

GHI corrected for the cloud cover are very close 

(which can also be observed in Fig.2).  

The monthly average values of the total solar 

radiation at the monitoring sites measured daily 

from 8 to 17 (the approximate duration of sun-

shine) are shown in Table 3. 

The annual incident radiation at a certain lo-

cation has values more stable than the monthly 
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ones. It can be seen from the calculations carried 

out (Table 3) that the average total solar radiation 

measured for Burgas was 609.44 W/m
2
 while the 

estimation of the solar potential is a total of 

1334.47 kWh/m
2
. The spent solar radiation ener-

gy is in the range of the values obtained for the 

estimation of the potential of the average annual 

solar radiation according to the data from the 

National Institute of Meteorology and Hydrology 

at the BAS for a 30 year period [9]. Their estima-

tion is that the radiation over horizontal surface 

is 1315 kWh/m
2
 and 1492 kWh/m

2
 at optimal 

angle.  

 

CONCLUSIONS 
 

In the present paper, monthly average and an-

nual estimations of the solar potential and cloud 

cover are made for three monitoring sites in the 

Municipality of Burgas.  

It can be seen from the values obtained that 

the lowest values of cloud cover (less than 36%) 

were observed from May to September and, 

hence, the corrected GHI was smaller than the 

expected total global insolation (GHI). Correc-

tions of G0 smaller than 20% were obtained for 

July and August (July – 14 %, August – 17%). 

For the other months, the correction was more 

than 50% (the smallest for October– 50%, the 

highest for January – 73 %).  

The dependence between the calculated and 

measured cloud cover for the three sites was 

studied. The coefficients of determination ob-

tained were (R
2
 >0.9) which indicates that the 

regression dependence is suitable for analysis 

and prediction.  

The total solar radiation and the value cor-

rected for the cloud cover were compared. The 

coefficient of determination was quite high (R
2
 = 

0.947). The calculated total solar radiation can be 

used in scientific research, e.g. for estimation of 

the solar potential.  

It can be seen from the calculations carried 

out that the average total solar radiation meas-

ured for Burgas was 609.44 W/m
2
 while the es-

timation of the solar potential is a total of 

1334.47 kWh/m
2
. The value obtained is in the 

range calculated by the National Institute of Me-

teorology and Hydrology at the BAS. 

The monthly average and the annual estima-

tions of the radiation can have practical use, e.g. 

in designing solar radiation collectors, heating 

and cooling installations, etc. 
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ABSTRACT 

 

Software product MATLAB - SIMULINK computing, making graphs and charts is a modern meth-

od of creating mathematical models. Simulation structure of functional blocks of switching is built in 

Simulink programming environment. 

Key words: filter, amplitude frequency response, duty cycle, Matlab and Simulink. 
 
 

INTRODUCTION 
 

The energy received from photovoltaic (PV) 

modules as primary sources cannot directly sup-

ply the loads from the power grid. For this reason 

a power electronic converter - inverter (Fig.1) is 

included in the architecture of a photovoltaic 

system. Its main function is to convert DC volt-

age from PV modules to AC with qualitative 

performance to ensure normal load operation. 

DC/AC devices work with high efficiency 

because they use impulse control algorithm for 

power semiconductor switches. This method of 

operation is the most energy saving in switching 

devices. The efficiency of the inverter operation, 

with the active load and rated operating mode, 

reaches 98%. 

A block diagram of an inverter incorporating 

input / output elements for modeling its mode of 

operation is shown in Fig. 1. 

 

 
Fig. 1 Structure of an inverter system with 

source and load included 

 

● Permanent source - simulates the energy 

produced by photovoltaic modules under stand-

ard test conditions (solar radiation and operating 

temperature) G=1000 W/m
2
, T=25

0
C, [Wp]. 

• Inverter (DC / AC) – bridge of two-wire cir-

cuit with powerful switch transistors. 

● Electrical load - designed for network pow-

er supply (mains operation): U=23V, f=50Hz. 

The voltage at the output of the inverters has 

a strictly defined shape, which depends on the 

control algorithm of the power devices in the 

circuit. The shape of the current through the load 

at the output, provided that voltage of strictly 

defined shape is applied to it, depends on the 

character and the parameters of the load circuit. 

Depending on the system voltage variables for 

supplying the load at the output, the most com-

mon are single-phase and three-phase voltage 

inverters [1]. 

The objective of the article is to demonstrate 

the efficiency of transformation through a single-

phase voltage inverter in the simulation model 

analysis. 
 

EXPERIMENT 

Methodology 
 

The main elements of the power part of the 

inverters are semiconductor devices controlled 

by a "circuit" method. These are usually bipolar 

transistors with isolated gate (IGBT) with built-

in diode switched in reverse. 

The impedance ZТ in the circuit loads is of L, 

R character and simulates the output transformer. 

It is between the two arms in "A" and "B". The 

scheme shown in Figure 2e is executed in a sim-

ulation environment Simulink[2]. 
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Fig. 2. Simulation model of single-phase voltage 

inverter. 

 

Each pair of top and bottom transistors makes 

a unit of single-arm transistors marked as arm A 

and arm B. Transistors contain indexes for the 

arm that correspond to "-" and "+" or depending 

on whether they have a common point with the 

plus or minus of the power source.  

The signals of the gates of the transistors on 

each arm are inversive with each other and their 

shape is rectangular (Fig. 3). 

 

 
 

Fig. 3. Modeling the control signals dephased at 

π = 180 ° 

 

 
 

Fig. 4. Timing diagrams of starting the model of 

Fig.2. 

 

The diagram shown in Fig. 4 is the result of 

starting the model of Fig. 2 and graphically 

shows the size and shape of the current from the 

battery IBAT, the output current IT and the out-

put voltage UT applied to the load R, L. 

The analysis of the diagrams in Figure 4 

shows that the waveform of the output current 

depends on the complex nature of the load. A 

rectangular output voltage is set in the model 

with a 50% load factor and a 50 Hz frequency. 

The law for the change of the load current iT  

in one of the half-periods (e.g. the positive) of 

the output voltage UT is given with the expres-

sion: 
 

                                      (1) 

where, 

 the time constant electrically load, 

 DC voltage from the PV modules, 

 active power on ZT 

Considering that for  π, the adjust-

ment angle and , from (1) the maximum 

value of the current through the power devices 

can be found: 
 

                                               (2) 

 
Ignoring commutation excess tension when 

switching power devices on his single shoulder 

(transistor or diode) applies to the whole supply 

voltage ("key" mode). The graph in Fig.4 can be 

found on the effective value of the output volt-

age: 
 

                             (3) 

 

The maximum value of the base frequency of the 

output voltage is: 
 

                (4) 

 

Consequently, the effective value is: 
 

                                        (5) 

 
 

RESULTS AND DISCUSSION 

 

● Simulation of the harmonics from the oper-

ation of the inverter system for the direct current 

IDC, , the output current IT and the UT  voltage 

consumed by the load. 

Figure 5 shows the amplitude frequency re-

sponse AFR for the magnitudes of the harmonics 
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with sequence numbers from the direct current 

circuit IDC. 

Fig. 5 shows the amplitude frequency re-

sponse AFR of the size of harmonics with num-

bers from DC circuit IDC. 

 

 
 

Fig. 5. AFR and magnitudes of the harmonics 

contained in the DC current when simulating the 

inverter's operation. 

 

From the simulation of the diagram in Fig. 5, 

it is taken into account: IDC = 1,26 A  at Udc = 

220V  
The calculated maximum magnitude of the 

active power applied by the source is determined 

by the formula: 
 

     (6) 

 

 
 

Fig. 6. The AFR and measured harmonic sizes 

from the inverter simulation in the alternating 

output current IT. 

The effect of the output current on the load is 

shown in Fig. 6, the reported effective value is 

IT = 1,474А.  

Simulation of the output voltage diagram 

is illustrated in Fig.7. The shape of the wave is 

rectangular and it comprises the number of odd 

numbered members of the AFR. 

 

 
 

Fig. 7. Simulation AFR and measured magnitude 

of the inverter harmonics contained in the output 

voltage UT. 

 

From the model diagram shown in Fig. 7, the 

magnitude of the main harmonic is measured 

from the output voltage with an effective value 

of 198V, which can be compared with (5) at  

Ud = 220V 

● Efficiency of the operation of the bridge 

voltage inverter. 

Through the read results of modeling graphs, 

we can calculate the efficiency of the inverter 

system by the expression: 
 

                                                        (7) 

where, 

 active power output of the basic har-

moni 

 active input power 
 

The active output power is calculated by the 

magnitudes of the effective values of the first 

harmonic for the current and voltage read in Fig. 

6 and Fig. 7: . The 

angle of dephase applies for the output current 

and its magnitude is  . 
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The active output power calculated for the 

main harmonic is: 
 

                                    (8) 

 
   

 
The constant current input power is calculated 

by (6) and after substituting numerical values in 

(7) for the efficiency the result is the following: 

 

  

 

CONCLUSIONS 
 

The calculated efficiency shows the high effi-

ciency of the inverters regardless of the rectangu-

lar shape of the output voltage. 

The simulation analysis of a voltage inverter 

with a rectangular shape of the output signal 

proves its massive application in autonomous 

low power photovoltaic systems, automotive 

power converters, UPS, etc. 

These devices can power electrical loads such 

as lighting fixtures, pumps, television and radio 

receivers, computer stations, objects remote from 

the public mains supply, and structures designed 

for continuous power supply. 

No filter is applied to the test model, which 

takes into account the increased harmonics of the 

inverter system. When installing a reject filter in 

the output circuit, higher harmonics can be sup-

pressed, which will improve the power, efficien-

cy, and energy performance ratios applied to 

loads. 

The economic efficiency of using single-

phase inverters is low in good technical charac-

teristics. 
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ABSTRACT 

 

The aim of the study is to obtain experimental data on the performance of a small power photovol-

taic system and analyze the quality of the energy generated and exchanged with the  electric power 

system loads. 

Key words: inverter, photovoltaic, maximum power point, DC/AC converter. 

 

INTRODUCTION 

 

Alternative power sources usually generate 

output voltage with direct current. In this case, 

only DC consuming devices can be powered but 

the loads in an electrical power grid are mostly 

alternating current ones. So it is necessary to 

transform the energy generated to reach proper-

ties compliant with the electric power system 

(EPS). The inverter is the device doing this for 

the photovoltaic (PV) systems connected to the 

power grid. It must provide nominal output volt-

age and frequency synchronized with the public 

power grid [1]. 

The purpose of the inverter in the photovolta-

ic systems is to transform the constant voltage 

generated by the solar generator into alternating 

one so the system could be attached to the grid. 

In more complex photovoltaic systems, besides 

transformation of the power, the inverter plays 

other roles. It has built-in MRRT algorithm for 

tracking the maximum power point, protection 

from overloading by voltage and current. 

The linear structural scheme shown in Fig. 1 

is for a photovoltaic system attached to the pow-

er grid by a main switchboard for low voltage 

(MSLV).  

The scheme presented in Fig. 1 realizes ex-

change of electric power with the power 

transport grid through single phase bridge invert-

er DC/АC which transforms the constant voltage 

into alternating one. 

 

 

Fig. 1. Linear structural scheme: 

 DC/АC–inverter, MSLV–main switchboard for 

low voltage, transformer LV/AvV–0,4– 10 kV, 

EPG – electric power grid. 

 

EXPERIMENT 

 

The energy exchange was recorded for certain 

period of time and it depends on the luminance 

of the photovoltaic modules and the complex 

nature of the loads in the power grid. The energy 

generated by the inverter was analyzed on the 

basis of graphical data obtained with network 

harmonic analyzer «QUALI Star». 

The data obtained with the network analyzer 

«QUALI Star model C.A 8334B» were recorded 

at minimal mode of operation.  

The images on device display carry graphical 

and digital information about the main electric 

power characteristics. These are U, I, P, wave-

form, THD, coefficients of power and efficiency, 

phase difference, peak factor, energy consumed, 

etc.  

Fig. 2 shows the mounting and structural 

scheme of the voltage inverter [2].  

mailto:neli_simeonova@btu.bg
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Fig. 2. SolarMax 2000C: 1 – increasing 

DC/DC converter, 2 – single phase bridge 

DC/AC inverter, 3 – power commutator, 4 – 

electronic filter. 

 

The converter 1 increases and stabilizes the 

constant voltage produced by the photovoltaic 

modules. The built-in signal processor controls 

the output voltage by a feedback to the modules. 

It is programmed to maintain and stabilize the 

internal energy parameters at the point of maxi-

mal power by monitoring also the external pa-

rameters using feedbacks. 

The single phase DC/AC inverter 2 is com-

posed of four power elements in a bridge circuit 

in a single unit mounted on a radiator. The unit is 

designed by a scheme without output transformer 

for the connection to the grid. A built-in control-

ler programmed with certain algorithm monitors 

the output parameters and, using voltage and 

current feedbacks, and regulates them with re-

gard to the nominal values set. Under overload-

ing by current and reduced input voltage, the 

inverter disconnects the system from the grid by 

activating the power commutator.  

The electronic filter 4 is connected to the in-

verter output. It is built from inductive and ca-

pacitive elements aimed to smooth the shape of 

the output current wave. The filter restricts the 

high harmonic components present in the output 

voltage due to the impulse mode of operation of 

the powerful transistors. 

Using the network analyzer „QUALI Star”, 

all parameters and characteristics of the electric 

grid were measure at the point of connection 

according to scheme shown in Fig. 3. 

The characteristics of the small power photo-

voltaic system (2 kWp) were determined under 

laboratory conditions (Fig. 3) the electrical pa-

rameters current, voltage and power were meas-

ured by network analyzer.  

The data obtained were stored and analyzed 

to produce an estimation of the electric energy 

quality. The network analyzer measures the coef-

ficient of high harmonics present in current and 

voltage waves which affect the quality of the 

output parameters. This was the reason to calcu-

late the efficiency coefficients of the influencing 

harmonics in the current and voltage spectra. 

Their magnitude provides an estimation of the 

losss in the transformation of the DC to AC en-

ergy [3]. 

 

Fig. 3. Scheme of the experiment: 

1 – single phase inverter „Solar Max 2000C“, 

2 – switchboard,  3 – network analyzer „QUALI 

Star” model C.A 8334B, 4 – computer work-

station with the necessary software „Data View-

er“, 5 – probe type ampere clamp,  

6 – voltage probes 

 

Method of calculation of the following pa-

rameters built-in in the network analyzer. 

• Full power S received at inverter input: 

 (1) 

• The magnitudes of the output voltage U and 

current I were determined by taking into account 

their high harmonics: 

 (2) 

• the active power for a complex load: 

  (3) 

• Efficiency coefficient 

   (4) 

• Efficiency of the k
th
 harmonic by sine wave 

of the voltage was calculated by the formula: 

     (5) 
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RESULTS AND DISCUSSION 

 

The time diagram shown in Fig. 4 shows the 

shape of the output voltage at the connection 

point, as well as the magnitude of the main har-

monic.  

 

Fig. 4. Waveform and spectrum of the magni-

tudes of the effective values of each harmonic of 

the frequency of the output V1 

 

The degree of loading of the inverter by the 

photovoltaic system is represented by the dia-

gram of the output current shown in Fig. 5.  

 

Fig. 5. Waveform and spectrum of the magni-

tudes of the effective values for each harmonic of 

the output current I1 

 

Waveform is a prerequisite for deterioration 

of output current quality. The result presented in 

the diagram shows non-sine waveform of the 

output current. The reason here is the non-linear 

part of a characteristic by which the inverter 

operates at small load.  

The values of the current taken from the dia-

gram in Fig. 5 for the first, third and fifth har-

monic were:  

I1 = 2,107A (100%),  

I3 = 0,373A (17,7%) and  

I5 = 0,16A (7,6%).  

The efficiency compared to the basic frequen-

cy (100%)  can be determined by the 

expression: 

   (6) 

After substitution in (5), for the higher har-

monics №3, №5 we obtain: 

  

The final result is:  

. 

Consequently, the coefficient of harmonics 

KH increases, which leads to a decrease of the 

power factor and the efficiency coefficient KE. 

The coefficient of efficiency is also low for this 

regime of operation  . 

 

Fig. 6. Summary diagram of powers: W – active, 

VAR – reactive and VA – full for an interval of 1 

h for the period from 10 to 11 o’clock 

 

The negative part in Fig. 6 indicates that the 

direction of the active power consumed by the 

loads was from the powering grid [4].  

The positive zone indicates that the direction 

of the power generated towards the loads was 

coming already from the photovoltaic system.  

The peak values at the end of the experi-

mental period were result of partial or full shad-

owing of the photovoltaic modules. 

The diagram in Fig. 7 shows the change of 

the electric energy and exchange balance at the 

point of connection. 
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Fig. 7. Diagram of the energy exchange by oper-

ation of Photovoltaic systems 

 

The increased number of harmonics present in 

the energy transportation affects the quality of 

the electric energy in the grid. Sensitive devices 

powered at the point of connection will have 

poor performance characteristics. The harmonic 

components of the current generate conductive 

phenomena which are spreading through the 

conductive medium and might cause heat effects 

on the cables.  

As a result of the study, the following conclu-

sions can be summarized: 

 The output voltage contained less than 1% 

high harmonics. The effective value of the 

first harmonic was found to be U1 = 

225,27 V; 

 The portions of the first, third and fifth 

harmonic of the current were as follows: I1 

= 73%, I3 = 17,7% and I5 = 7,6%; 

 The coefficients of efficiency for the first 

three harmonics were: 𝜼1=𝟕𝟒,%, 

𝜼𝟑=𝟏𝟕,𝟕% and 𝜼𝟓=𝟕,𝟔%; 

 Data were obtained on the energy ex-

change depending on the performance of 

the photovoltaic system; 

 It was suggested to add adaptive filters to 

improve the waveforms of U and I by 

compensating for the complex nature of 

the loads under different regimes of opera-

tion. 
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ABSTRACT 

 

Differential thermostats are devices used mainly in solar energy water-heating installations and in 

central heating systems to which a water heater (boiler) is connected. They provide the unidirectional 

transmission of heat from the panel to the boiler, while at the same time monitoring the thermal re-

gimes within the system and directing the operation of the pump. The current article aims to present 

the synthesis of an effective prototype of a digital thermostat with easy to operate interface, and to 

also analyze its main blocks and parameters. 

Key words: differential thermostat, solar thermostat, temperature difference 

 

INTRODUCTION 
 

Due to the rising prices and depletion of pet-

rol deposits used mainly for the production of 

fuels and energy resources, more and more atten-

tion is paid to renewable energy sources. Our 

Sun sends to Earth approximately 10
18 

kWh per 

year, which is about 3,000 times more than the 

energy that we humans currently need. Part of 

that energy is effectively used in water-heating 

installations [1-3]. With the growing interest in 

photovoltaic systems, their technological im-

provement has been paid little attention to in the 

last few years. 

The principal structure of these installations is 

of the indirect pump type with an entatic water 

carrier and a heat-interchanger built into the very 

hot-water storage vessel itself. An essential com-

ponent securing the effective and trouble-free 

operation of such installations is the differential 

thermostat [4-5] controlling the pump. Its job is 

to provide unidirectional transfer of heat from 

the panel to the boiler, while at the same time 

monitoring the thermal regimes within the sys-

tem and managing the pump so that it operates in 

the most effective way possible. Another im-

portant function in the systems for continuous 

hot-water production is controlling an alternative 

way of heating in times of no sunshine (an elec-

tric heater or a burner running on natural gas or 

black oil).  

Regardless of what elements are used in the 

building of a digital differential thermostat it 

needs to include the following key blocks: 

- Two thermal sensors. The sensors give 

information about the ΔТ difference in the tem-

perature at the two points in the system being 

monitored. For example a solar hot water instal-

lation or a boiler connected to a central or local 

heating system; 

- Analogue-to-Digital Converter (ADC) 

for processing the data from the sensors. The 

ADC can be in the form of a single Integrated 

Circuit (IC) multiplexing the inputs with analog 

keys, and digital output towards the central pro-

cessing unit. Present-day microcontrollers have 

in their architecture built-in precision ADCs [6]. 

In most cases several outputs of the microcon-

troller are multiplexed to their input. This makes 

it possible to design very compact devices often 

superior to those with a stand-alone ADC; 

- Calculations and control block. For 

small devices of low and medium complexity 

this is usually a single microcontroller having all 

the functional blocks, inputs and outputs neces-

sary to perform a specific task; 

- Data input and output block, normally 

containing indication and keyboard. Most often 

done as a single module on the front panel in-

cluding both elements; 

- Output commutation block (relay), 

controlling the pump of the solar water-heating 

installation or the valve at the input of the heat-

exchanger of the hot water boiler connected to 

the heating installation; 

- Power supply – a must-have for any 

electronic device. Its job is to provide stable 

electrical power in normal and borderline operat-

ing mode, plus good filtration of the outgoing 

voltages needed for the circuit to operate in a 

stable way. 
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The current article aims to propose a method 

for the synthesis of an effective prototype of a 

digital differential thermostat with a convenient 

to use interface, and to also present the analysis 

of its main blocks and parameters.  

PRESENTATION 
 

 In designing the device the following block 

diagram was synthesized – see Figure 1 below. 

 

 
 

Fig. 1. Block diagram of a digital differential thermostat 

 

The central block in this diagram is the mi-

crocontroller. The type selected is ATMEGA8, 

the smallest one from the MEGA series of the  

AVR line made by ATMEL Company [7]. Its 

key parameters related to the functionality of the 

device designed are as follows: 

- 8 KBytes In-System Programmable 

Flash memory; 

- 512 Bytes EEPROM memory; 

- 1 KByte  RAM memory; 

- Built-in internal RC oscillator; 

- Two 8-bit Timer/Counters; 

- One 16-bit Timer/Counter; 

- 6-channel ADC; 

- Programmable Watchdog Timer with 

Separate On-chip Oscillator; 

- 23 Programmable I/O (Input/Output) 

Lines. 

The microcontroller has enough inputs / out-

puts available to control the peripheral blocks. 

They can reach a maximum number of 23 (when 

using the internal RC generator and using the 

RESET pin as an output). Six of them can be 

programmed as analogue inputs as well. Two are 

used as analogue inputs for the signals coming 

from the thermal sensors, and one is programmed 

as a digital input for the signals from the key-

board.  

In order for the keyboard and indication to be 

jointly used, the keyboard is connected (by 

means of buttons) to the pins controlling the 

segments of the dynamic indication as shown in 

Figure 2. In this way, the number of microcon-

troller pins in use is reduced and the electrical 

diagram and the wiring tracks of the printed cir-

cuit board are simplified.  

The indication of the thermostat is dynamic. 

Four seven-segment indicators with a common 

anode are used. For control 11 pins programmed 

to be outputs are used.  

The anodes of each separate indicator are 

connected to the common +5V bus through 

BC807 type bipolar transistors that provide 

enough current for the normal operation of each 

of the 36 segments.  
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Fig. 2. Connection of the indication and key-

board to the microcontroller  

 

The cathodes of the indicators are connected 

through resistors (R12-R18) directly to the mi-

crocontroller outputs. Two LED indicators are 

also provided – one to show pump-on mode, and 

another to show input signal or working parame-

ters error.  

The LM335 ICs are used as temperature sen-

sors [8]. This is a three-terminal thermal sensor – 

temperature to voltage convertor. It was chosen 

because of its relatively simple structure, good 

results of data output in temperature measure-

ment and little dependence on unstable power 

sources. Figure 3 shows the integrated circuit 

internal architecture.  

 
 

Fig. 3. Internal architecture of LM335 IC 

 

The input circuits of the IC are voltage divid-

ers – see Figure 4.  

The role of the R2 - R3 divider is to fit the 

voltage of the LM335 thermal sensor to the range 

of the ADC of the microcontroller, whose refer-

ence voltage is set by the generator of reference 

voltage inside the microcontroller itself.  

 

 
 

Fig. 4. Input circuit of the electrical diagram of a 

differential thermostat 

 

There is a standard power block, consisting of 

a mains transformer and a bridge rectifier with a 

smoothing capacitor. The stabilized voltage        

U = 5V for the digital components is provided 

through a standard L7805 stabilizer. 

The К1 output relay is controlled from a pin 

(РВ1) of the microcontroller through a BC337 

transistor (VT5). A diode (VD7) is added to the 

circuit of the coil to damper the reverse voltage 

appearing when the power fed to the relay coil 

stops. The relay is powered from the unstabilized 

voltage after the bridge rectifier (VB1) and its 

filtering capacitor – Figure 5. 

 

 
 

Fig. 5. Electrical diagram of the output block 

of the differential thermostat  

 

After the digital differential thermostat was 

designed and made the accuracy of the thermal 

readings from the sensors was tested. Their read-

ings were compared against those of a reference 

class (etalon) thermometer with 0,1 
о
С precision . 

The results from the test are presented in Table 1 

below. 
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Table 1. Results from the testing of the ther-

mal sensors 

T, 
o
C 20 40 60 80 100 

Tetalon,  
o
C 20 40 60 80 100 

Tsensor1, 
o
C 20,6 40,5 60,4 80,3 100,2 

Tsensоr2, 
o
C 20,7 40,5 60,5 80,3 100,4 

            
 

CONCLUSION 

 

A digital differential thermostat has been 

designed and synthesized, and can be succe-

ssfully applied in the household installations for 

heating water through solar energy and also in 

the central heating systems to which hot water 

boilers are connected.  

The design was on the basis of an analysis of 

the main components of the differential ther-

mostat. Using this analysis, the block diagram 

and principal electrical diagram containing the 

components needed for the thermostat were 

prepared. The selection of components was done 

taking into account the primary goal set: to create 

a compact, reliable and well-functioning device 

at a relatively affordable price. 

The ATMEG A8 microcontroller was chosen 

for the control block – it fully meets all the re-

quirements for managing the peripheral modules.  

Many factors important for the functioning of 

the differential thermostat  have been taken into 

account when writing the software. The source 

code includes the “watchdog” timer of the mi-

crocontroller – the watchdog improves reliability 

and restarts the system when external forces 

bring it to a non-functional state.  

The communication interface of the differen-

tial thermostat is convenient for the user, and no 

unnecessary buttons or functions are included. 
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ABSTRACT 

 

The present work addresses a novel approach in solution of the issues related to the monitoring 

process of the light navigation equipment in sea buoys. The main goal is to establish a seamless op-

eration of the light system equipment used for navigation of marine vessels such as sea buoys and 

beacons. The monitoring is performed by a system using the signal output in the light equipment along 

with sensors used to sample the lamp parameters. An alarm event is then generated on light outage. 

The system output is plotted in user friendly graphical interface. The proper functionality of the moni-

toring system is proved by practical experiments and field tests.  

Key words: sea buoy, beacon, autonomous light monitoring system, diagnostics, measurement, 

smart lightning 

 

INTRODUCTION 

 

Maritime navigation and water corridors des-

ignation are common to sailing for centuries. A 

good visibility of the water corridors is crucial in 

terms of wreck prevention and proper functional-

ity of ports. The commonly used signs applied to 

dispatch the sea traffic are light emitting sources 

such as LED or incandescence bulb due to their 

long visibility range and distinctive signals. The 

light beacons use a variety of signals according 

to their purpose. They are presented as a pattern 

of light pulses with different duration obtained 

by a signal generator [1, 2]. Another application 

of light signalling is in the field of aviation 

where the presented system can also be used to 

monitor the airplane navigation lights located on 

the track. The aforementioned functionality is 

implemented in every light navigation sign [4]. 

To provide proper navigation the light source 

must meet certain requirements. For that purpose 

a monitoring system is required. A system de-

signed to establish coarse estimation of the lan-

tern functionality is presented in [3].  

An alternative diagnostics of the full func-

tionality and signalling of light including light 

intensity, signal duration and pattern along with 

fault detection has not been an object of investi-

gation yet.  

The present work proposes a monitoring sys-

tem - part of the positioning and communication 

system suggested in [5, 6], similar to the one 

presented in [3]. The difference is that [3] is de-

signed for a certain type of sea buoys and bea-

cons manufactured by the company “Tideland” 

and the system [5, 6] can be implemented in 

every marine device, vessel or light source. In 

order to meet the requirement of all light naviga-

tion equipment [4], a complete analysis of the 

light system output must be performed. This is 

done in two stages: output of the controller 

providing the pulses and output of the light 

source. The signal sampling algorithm along 

with design of the system inputs is presented in 

chapter two, implementation and analysis is pre-

sented in chapter three. The results from the field 

test of the system are presented in chapter four. 

 

LIGHT SAMPLING APPROACH 

 

As mentioned in the previous chapter every 

light sign called beacon is comprised of three 

main blocks connected in serial: a power supply 

unit, a signal generator (controller) and a light 

emitting source (Fig. 1). 

 

 

  
Fig. 1. Structure of a light sign and sampling 

points 

 

In order for the light navigation to operate 

properly, each of the three blocks must work 

seamlessly – in other words, the input of a par-
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ticular block depends on the output of the previ-

ous. This means that the system must monitor the 

output of each of the blocks accordingly, as 

shown in Fig. 1 and it must be capable of dealing 

with a wide variety of output readings in order to 

provide a broad area of use. The first and most 

important one is the measurement of the supply 

voltage as it is crucial to both the monitoring and 

monitored system as it is required to operate the 

systems. To do this the monitoring system [5] 

must work with a variety of DC voltage ranges 

varying from 3 to 48 volts. The microcontroller 

chosen in [5] has maximum measurement capa-

bilities of the ADC of up to 4 volts, which is the 

supply voltage. In order to measure voltages 

higher than that, a voltage divider with a ratio 

1/12 must be applied. The resistance of the volt-

age divider must be high so that less current is 

consumed out of the monitored device. The par-

ticular values are 3.6 and 1.2 mega ohms for the 

first and second resistor, accordingly. If a lack of 

supply voltage is established, an alarm event is 

generated as the system has an autonomous pow-

er supply that provides 72 hours operational 

time. To monitor the signal generated by the 

signal generator, it is necessary to state the level 

on which the controller is operating with the light 

source – high or low. In both cases this is recog-

nized by the software as the duration of a pulse 

or a group of pulses is less than the pause dura-

tion (Fig. 2 a, b). To examine whether the con-

troller provides a pulse (pulses) to the light 

source, a control signal must be sampled. This is 

done by the connection from the lantern control-

ler to a digital input port of microcontroller of 

the measurement system. The pulse registration 

is performed by interception of an interrupt rou-

tine on the aforementioned digital port. A sample 

diagram of a signal generated from the controlled 

is depicted in Fig. 2. 

 

  
a) 

  
b) 

 
Fig. 2. Diagram of the pulse generated by the 

controller 

 

The pulse generated from the lamp controller 

depicted in Fig. 2 has a repetition period of 3 

seconds (Fig. 2a) and pulse duration of 0.5 sec-

onds (Fig. 2b), the value of the amplitude can 

vary from 3.6 volts up to 48 volts. To reduce the 

current flow, a 5 kilo ohm resistor is connected 

in serial. The parameters correspond to an en-

trance light sign. The colour of this sign can be 

green for the left side and red for the right side. 

Due to the variety of pulse amplitudes the digital 

port must be protected from overvoltage. A sim-

ple zener diode with breakdown voltage of 3.6 

volts is sufficient, thus overvoltage will not cause 

malfunction of the connected port. A missing 

pulse is an indicator that the light is not opera-

tional meaning that alarm message must be gen-

erated. The pulse (pulses) duration is measured 

by time count from the rising to the falling edge. 

By counting the number of pulses it is possible to 

establish the type of the light sign and state its 

functionality. 

In order to sample the lantern illumination, a 

photo sensor is required. The sensor is connected 

to a buffer in order to galvanic isolate it from the 

microcontroller. The buffer is then connected to 

an ADC port of choice. Thus the variation in 

light intensity will be transformed in voltage, 

which is then measured by the ADC. The final 

assessment of the lanterns is through sampling 

the parameters of the light source. It consists of 

two cases – first the presence of light emission 

during the pulse of the controller described 

above. Assuming the presence of power supply 

and no light is detected during the pulse provided 

by the controller means fault in the light source. 

In this case an alarm event is generated. The 

second case is measurement of light parameters 

during the presence of emission. If the parame-

ters of the light including intensity and duration 

do not correspond to expected ones, a service of 

the light source is required. In that case a corre-
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sponding alarm signal is generated. In case the 

intensity value meets the requirements but the 

pulse period is not in the corresponding time 

frame, an alarm event is generated. 

If the beacon monitors the daytime light in 

order to switch on at night, there is a chance for a 

controller failure during the day. To avoid that 

failure, a daytime calculation is performed. If the 

lamp works during the day an alarm message is 

sent. 

 

 
 
Fig. 3. Block diagram of the sampling algorithm 

The sampling algorithm is presented in Fig. 3. 

The proposed sampling algorithm along with the 

hardware implementation presented in this chap-

ter can provide seamless work of the system to a 

variety of lights. 

 

 

 

               MEASUREMENT SYSTEM 

IMPLEMENTATION AND ANALYSIS  

 

A research object for the system is the light 

navigation sign manufactured by the company 

“Tideland” [3], presented in Fig. 4. 

 

  
Fig. 4. Light navigation sign designed by 

“Tideland”  

 

As can be seen from the figure above, the sign 

comprises a solid body with class IP67 water 

resistance containing photovoltaic panel placed 

on the outside, a controller, a battery and a com-

munication system [6] placed inside. The light 

source along with the controller is placed in a 

transparent case on top of the body. Both parts 

are connected through a watertight nipple. Fig. 5 

illustrates the connection of the system to the 

lamp. 

In Fig. 5 the Power supply sample is taken di-

rectly from the lamp connectors via pink - 2 and 

gray - 1 cables (+ and -), thus providing an accu-

rate measurement. The green cable - 3 is con-

nected to a voltage divider implemented by the 

photo sensor -3 and a 2 kilo ohm resistor. The 

second terminal of the sensor is grounded. 
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Fig. 5. Connection to the measurement points 

 

The pulse measured on the terminal - 5 is 

high when dark (lamp off – light sensor 4 senses 

light) and low when light (lamp on – 4 senses 

lack of light or low light). This can be seen from 

the measurements taken at the lamp signal termi-

nal 5 (Fig. 6 a, b). 

 

  
a) 
 

 
 

b) 
 

Fig. 6. Parameters of lamp signals 

 

As can be seen from the figure above, the 

pulse with higher amplitude denotes the one 

taken from the lamp controller – the other one is 

the pulse taken from the photo sensor. The am-

plitude difference is due to the voltage divider 

applied to the photo resistor. A significant mo-

ment in the process of sampling is the delay be-

tween the beginning of the controller pulse and 

the detected light pulse which is around 360 mi-

croseconds (Fig. 7). This delay is caused by the 

controller circuitry and if not taken into account, 

it could cause false readings. 

 

 
 

Fig. 7. Delay between electrical and light pulse. 

 

There is also a difference between the falling 

edges of the pulses in Fig. 7. The controller pulse 

(the one with higher amplitude) transition be-

tween high and low level is roughly 100 micro-

seconds and the falling front of the photo sensor 

pulse is five times larger. The photo sensor fall-

ing edge is also nonlinear due to the function of 

the current through the light diodes used to im-

plement the light source. This fact has been also 

taken into account in the process of design of the 

diagnostics system. 

The solution is to wait for the second pulse. 

The delay must not be greater than 0.5 seconds 

or an alarm message will be generated. This in-

terval is taken due to the requirement for versatil-

ity. 

The proposed monitoring algorithm in Fig. 3 

matches the measurements taken from a random-

ly chosen commercial product. This verifies the 

algorithm performance. 

 

RESULTS 

 

The proposed algorithm has been implement-

ed in [5] and installed in the device depicted in 

Fig. 4.  The data sampled by the measurement 

system is sent via the communication module of 

[5]. It is then positioned on the map with the 

physical location of the device along with the 

data in human readable format. Due to limited 

margin for error simulation only three scenarios 

can be tested – alarm events 1, 2 and 5. Event 1 

stands for lack of supply voltage – in this case 

the lamp will not operate as it is supplied by the 

main battery which is discharged, shortened or 

missing. This case is presented in Fig. 8. 

 



105 
 

 
 

Fig. 8. Diagnostic system output during alarm 

event 1 

 

In case of alert the icon on the map is blink-

ing and when clicked the failed parameter is 

coloured in red – in this case the battery level is 

5.7 volts – row 6. In this case the lamp was sup-

plied with a regulated power supply source with 

5.7 volts as shown in the figure. 

The second failure – a lamp always on is pre-

sented in Fig. 9, where the event is lamp always 

on – row 8. This means that either the controller 

failed in position – “on”, the light switch is stuck 

in position “on” or the light is filling with water. 

In our case the photo sensor of the lamp was 

covered during daytime causing the lamp to op-

erate. 

 

 
 

Fig. 9. Diagnostic system output during alarm 

event 2 

 

The last event – 5 is depicted in Fig. 10. The 

failure message in row 8 is lights always off. 

This means that the controller failed, the switch 

circuitry is broken, the lamp photo sensor is bro-

ken or the lights have defected. This was the case 

of dimmed photo sensor of the measurement 

system causing it to detect failed lights. 

 

 
 

Fig. 10. Diagnostic system output during 

alarm event 1 

 

 
 

Fig. 11. Diagnostic system output during normal 

operation 

 

In case of normal operation routine no alarm 

events are present. The readings of the measure-

ment system are depicted on Fig. 11 where the 

GPS coordinates are correct, battery charge is at 

normal level and the lights are functioning 

properly (switched off at daytime and on at 

night) The monitoring system is tested on variety 

of light sources such as sea buoys, beacons and 

light houses with diverse light signalling. The 

output provided by the system is available in real 

time at [7]. 

 

CONCLUSIONS 

 

The routine, implementation and test of a 

light monitoring system for the purpose of sea 

signs monitoring has been presented in this work. 
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The design considerations taken aim to cover a 

large area of light signs of different manufactur-

ers. The monitoring system appears to be useful 

also in other fields, such as traffic light and the 

urban lightning during the night. It is also appli-

cable in other light signs with special purpose 

such as hazard light on road signs and tall build-

ing. The measurement system design also allows 

to be implemented at smart lightning and thus 

provide energy saving. The implementation and 

field test of the designed monitoring system rou-

tine has proven its functionality and the results 

show good overall system performance. 
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ABSTRACT 

 

In the paper, a generalized net model describing the process of hierarchical cluster analysis is con-

structed.  It can be helpful in analyzing, managing and optimizing the clustering process. Hierarchical 

clustering can be applied using bottom-up (hierarchical agglomerative clustering) or top-down (hier-

archical divisive clustering) approach. The clustering procedure uses parameters for calculating simi-

larity or dissimilarity between the data objects and stopping criteria which can be a number of clus-

ters or threshold for similarity/ dissimilarity measure. 

Key words: cluster analysis, generalized nets, hierarchical clustering 

 

INTRODUCTION 

 

Hierarchical clustering is a type of cluster 

analysis which groups data objects into a tree of 

clusters. The type of hierarchical clustering is 

formed in a bottom-up (merging) or top-down 

(splitting) fashion. Therefore, hierarchical clus-

tering can be agglomerative or divisive depend-

ing on the way of creating clusters. Hierarchical 

agglomerative clustering starts with each data 

object as a single cluster and step by step the two 

nearest data objects/clusters are iteratively 

merged. Divisive clustering starts with all the 

objects grouped in a single cluster. Clusters are 

being divided or split until each object is in a 

separate cluster. In the cluster analysis distance 

and similarity measures are used for determining 

the similarity between two points. The distance 

between data objects can be found using differ-

ent distance measures – Euclidean distance, 

Manhattan distance (City-block distance), Che-

bychev distance, etc. The commonly used dis-

tance is the Euclidean distance which has the 

following form: 

                           22
,

BABAE
yyxxBAd      (1) 

When the cluster analysis will be with nomi-

nal or binary data the better choice is to use simi-

larity measure (matching coefficient). In the hi-

erarchical cluster analysis, after the calculation 

of distance/similarity measure, the linkage meth-

ods, variance methods or centroid methods are 

applied to form clusters.  The linkage measures 

determine the way the data objects are grouped. 

Let yx   is the distance between two data ob-

jects, x and y; ci is the centroid of the cluster, Ci; 

and ni are the number of objects in Ci. Widely 

used measures in the hierarchical clustering are 

the following [1, 9]: 

 Minimum distance between the data ob-

jects/clusters: The points with minimum distance 

between them are merged into a cluster. This is 

sometimes called nearest-neighbor clustering 

algorithm. If the clustering process has a termi-

nation threshold, it is called single-linkage algo-

rithm. The agglomerative hierarchical clustering 

algorithm that uses the minimum distance meas-

ure and the tree structure is popular with the 

name “minimal spanning tree algorithm”. 

                          yxCCd
ji CyCxji


 ,min

min,          (2) 

 Maximum distance between the data ob-

jects/clusters: The points are merged by maxi-

mum distance into a cluster. It is sometimes 

called farthest-neighbor clustering algorithm. If 

the clustering process has a termination thresh-

old, it is called complete-linkage algorithm. 

                      yxCCd
ji CyCxji


 ,max

max,         (3) 

 Average distance between the data ob-

jects/clusters: The dissimilarity between Ci and 

Cj is the average dissimilarity over all points in 

opposite groups, i.e. average distance across all 

pairs. The average linkage is a compromise be-

tween Single and Complete Linkage. The aver-

age distance is less sensitive to noise and outli-

ers. Average linkage is popular with the names 

Mean linkage and UPGMA (Unweighted Pair 

Group Method with Arithmetic Mean). 
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 Centroid distance between data ob-

jects/clusters:  This method defines the distance 

between two clusters as the sum of the distances 

between cluster means for all of the variables. In 

the centroid method, the centroid of a merged 

cluster is a weighted combination of the cen-

troids of the two individual clusters, where the 

weights are proportional to the size of the clus-

ters. The algorithm is also known as Centroid 

linkage clustering or UPGMC (Unweighted Pair 

Group Method with Centroid Averaging) [1, 9]. 

                
jijicentroid

ccCCd ,        (5) 

The measures presented above are included in 

the main algorithms for hierarchical cluster anal-

ysis. There are many variations of linkage meth-

ods, variance methods or centroid methods 

which can be applied in the clustering procedure.   

 

GENERALIZED NET MODEL OF THE 

PROCESS OF HIERARCHICAL CLUSTER 

ANALYSIS 

 
The concept of Generalized nets (GNs) is in-

troduced in [3-5]. The constructed Generalized 

nets for data mining processes are presented in 

[2, 6-8, 10-12]. In the current research work, a 

GN of the process of hierarchical cluster analysis 

is constructed. It contains 6 transitions and 21 

places (Figure 1). The Generalized net of the 

process of hierarchical cluster analysis contains 

the following set of transitions: 

А = {Z1, Z2, Z3, Z4, Z5, Z6}, 

where the transitions describe these process: 

 Z1 – “Selecting data”; 

 Z2 – “Determining the type of the hierarchical 

clustering”; 

 Z3 – “Calculating the similarity (dissimilari-

ty)/distance matrix”; 

 Z4 – “Performing hierarchical agglomerative 

cluster analysis”; 

 Z5 – “Performing hierarchical divisive cluster 

analysis”; 

 Z6 – “Constructing the dendrogram (or Venn 

diagram)”; 

Initially, there is one α-token that is located in 

place L3 with initial characteristic: “data for clus-

ter analysis”. In the next time-moments this to-

ken is split into two or more. The original α-

token will continue to stay in place L3, while the 

other -tokens will move to transition Z3 via 

place L2. 

Initially, there is one β-token that is located in 

place L6 with initial characteristic: “type of hier-

archical clustering”. In the next time-moments 

this token is split into two. The original β-token 

will continue to stay in place L6, while the other 

β-tokens will move to transition Z3 via place L5. 

 

 
 

Fig. 1. GN model of the process of hierar-

chical cluster analysis 

From place L1 the -token enters the net with 

initial characteristic respectively: “new data for 

clustering”. The transition Z1 has the form: 

Z1 = 〈{L1, L3}, {L2, L3}, R1, (L1, L3)〉, 
where: 

3,32,33

1

32

1
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truefalseL
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and: 

W3,2 =“The input data for cluster analysis is cho-

sen”, 

W3,3 =  W3,2. 

The α-token entering in place L3 (from L1) 

doesn't obtain new characteristic. The α-token in 

place L3 generates new α-token that enters in 

place L2 with characteristic respectively: “select-

ed data for hierarchical cluster analysis”. This 

α-token will move to transition Z3 where it will 

be merged with the β-tokens from places L5 and 

L7  in place L10. 

The β-token enters the net via place L4 and 

has initial characteristic: “type of hierarchical 

analysis”. The transition Z2 has the form: 

Z2 = 〈{L4, L6}, {L5, L6}, R2, (L4, L6)〉, 
where: 



109 

 

6,65,66

4

65

2

WWL

truefalseL

LL
R 

 

and: 

W6,5 =“The type of the hierarchical clustering 

procedure is chosen”, 

W6,6 =  W6,5. 

The β-token entering in place L6 (from L4) 

doesn't obtain new characteristic. The β-token in 

place L6 generates new β-token that enters in 

place L5 with characteristic respectively: “select-

ed type for hierarchical cluster analysis”. This β-

token will move to transition Z3 where it will be 

merged with the α- and β-tokens from places L2 

and place L7 in place L10. 

The β-token enters the net via place L7 and 

has initial characteristic: “Similarity or distance 

metric”. The transition Z3 has the form: 

Z3 = 〈{L7, L2, L12, L5, L17, L10}, {L8, L9, L10}, R3, 

((L5, L7), L12, L17, L2, L10,)〉, 
where: 

10,109,108,1010
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and: 

W10,8 =“The similarity/distance matrix for hierar-

chical agglomerative clustering procedure is 

calculated”, 

W10,9 =“The similarity (dissimilarity)/distance 

matrix for hierarchical divisive clustering proce-

dure is calculated”, 

W10,10=  (W10,8∧W10,9). 

The α- and β-tokens entering in place L10 

(from L7, L2, L5, L12 and L17) don't obtain new 

characteristics. At the first activation of the tran-

sition the token in place L10 (after merging the α- 

and β-tokens from places L2, L12 or L17) generates 

two new α-tokens that enter in places L8 and L9 

with characteristics respectively: “calculated 

similarity/distance matrix for hierarchical ag-

glomerative clustering” in place L8 and “calcu-

lated similarity (dissimilarity)/distance matrix 

for hierarchical divisive clustering” in place L9. 

At the second activation of the transition the 

token from place L10 (after merging the α- and β-

tokens from places L2, L5, L7) generates new α-

tokens that enter in places L8 and L9 with charac-

teristic: “calculated similarity/distance matrix for 

hierarchical agglomerative clustering after 

merging step” in place L8 and “calculated simi-

larity (dissimilarity)/distance matrix for hierar-

chical divisive clustering after dividing step” in 

place L9. 

This transition will be activated several times 

until the cutting threshold is achieved. 

The β-token enters the net via place L11 and 

has initial characteristic: “criteria for merging 

the data objects and stopping criteria for hierar-

chical agglomerative clustering”. The transition 

Z4 has the form: 

Z4 = 〈{L11, L8, L14}, {L12, L13, L14}, R4,  

(( L11, L8), L14)〉, 
where: 

14,1413,1412,1414

8
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and: 

W14,12 = “The similar objects are merged and the 

similarity/distance matrix need to be recalculat-

ed”, 

W14,13 = “All objects are merged according to 

criteria for merging the data objects and stopping 

criteria for hierarchical agglomerative cluster-

ing”, 

W14,14=  (W14,12∧W14,13). 

The α- and β-tokens entering in place L14 

(from L11 and L8) don't obtain new characteristics. 

The token in place L14 generates two new α-

tokens that enter in places L12 and L13 with char-

acteristics respectively: “merged objects and 

need of similarity/distance matrix recalculation” 

in place L12 and “merged objects according to 

criteria for merging the data objects and stop-

ping criteria for hierarchical agglomerative 

clustering” in place L13. 

Hierarchical agglomerative clustering pre-

sents each data object as a single cluster.  There-

after, the data points are merged according to 

criteria for merging until the stopping criteria is 

satisfied. 

The β-token enters the net via place L15 and 

has initial characteristic: “criteria for dividing 

the data objects and stopping criteria for hierar-

chical divisive clustering”. The transition Z5 has 

the form: 

Z5 = 〈{L15, L9, L18}, {L16, L17, L18}, R5,  

(( L15, L9), L18)〉, 
where: 
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18,1817,1816,1818

9

15

181716

5

WWWL

truefalsefalseL

truefalsefalseL

LLL
R 

 

and: 

W18,16 = “All objects are divided according to 

criteria for dividing the data objects and stopping 

criteria for hierarchical divisive clustering”, 

W18,17 = “The most dissimilar objects are divided 

and the dissimilarity/distance matrix needs to be 

recalculated”, 

W18,18=  (W18,16∧W18,17). 

The α- and β-tokens entering in place L18 

(from L15 and L9) don't obtain new characteristics. 

The token in place L18 generates two new α-

tokens that enter in places L16 and L17 with char-

acteristics respectively: “divided objects accord-

ing to criteria for dividing the data objects and 

stopping criteria for hierarchical divisive clus-

tering” in place L16   and “divided objects and 

need of dissimilarity/distance matrix recalcula-

tion” in place L17. 

Hierarchical divisive clustering presents all 

data objects as a single cluster.  Therefore, the 

data points are divided according to criteria for 

dividing until the stopping criteria is satisfied. 

The β-token enters the net via place L19 and 

has initial characteristic:”visualization tool – 

dendogram or Venn diagram”. The transition Z6 

has the form: 

Z6 = 〈{L19, L13, L16, L21}, {L20, L21 }, R6,  

 (L19, L13, L16 , L21)〉, 
where: 

21,2120,2121

16

13

19

2120

WWL

truefalseL

truefalseL

truefalseL

LL

 

and: 

W21,20 = “Clusters are visualized”, 

W21,21=  W21,20. 

A widely used method for presenting clusters 

is the dendogram. It is a tree diagram which vis-

ualizes the relationships between similar da-

tasets. 

The α- and β-tokens entering in place L21 

(from L19, L13 and  L16  ) don't obtain new charac-

teristics. The token in place L21 generates new α-

token that enters in place L20 with characteristic: 

“visualized clusters”. 

 

CONCLUSION 

 

The constructed Generated net model can be 

used for description and simulation of the pro-

cess of hierarchical cluster analysis.  It can be 

helpful in analyzing, managing and optimizing 

the hierarchical clustering process. The current 

paper partly solves the problem describing the 

clustering procedures using GNs referred to in 

[2]. In future research, the constructed General-

ized net of the process of hierarchical cluster 

analysis will be modified by extending the transi-

tion Z1 in [7] using the hierarchical operator from 

the Generalized nets theory. 
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ABSTRACT 

 

It was found out that pedestrian (cyclist) traffic accidents are a relatively high percentage of all 

traffic accidents in the country and the world as a whole. This article presents an automated method, 

which allows easier calculation of pedestrian (cyclist) traffic accidents. The proposed approach is 

implemented using GUI development environment in MATLAB. 

Key words: GUI Matlab, accident, cyclist traffic  

 

INTRODUCTION 
 

Pedestrian (cyclist) traffic accidents (Fig. 1) 

are classified under various conditions [1]: 

1. Depending on the impact type 

 frontal impact; 

 side impact. 

2. According to the visibility and overview 

conditions; 

 unlimited visibility and overview; 

 limited visibility and overview; 

 reduced visibility; 

 reduced visibility and limited overview; 

 limited visibility and limited overview. 

 
Fig. 1. Pedestrian (cyclist) traffic accident pattern 

 

3. Depending on the vehicle motion type, the 

impact may be at: 

 uniform motion; 

 variable motion; 

4. Depending on the pedestrian motion direction 

with respect to the vehicle and the roadway, the 

impact can be in the case of: 

 pedestrian sideways motion; 

 pedestrian perpendicular motion; 

 pedestrian and vehicle same way 

movement;  

 counter-movement of the pedestrian and 

the vehicle;  

 stationary pedestrian. 

A sample pattern of pedestrian (cyclist) traffic 

accident is shown in the figure above. 

 

METHOD DESCRIPTION AND 

IMPLEMENTATION 

 

Given the nature of pedestrian traffic 

accidents [1, 2, 3, 4], the main ratios refer to the 

following dimensions (Fig. 2): 

 

  - pedestrian speed; 

  – break delay rise time; 
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  – response time; 

  – break system delay time; 

  - vehicle speed; 

  - vehicle width; 

  – distance between the road and 

impact point. 

The method flowchart is shown in the figure 

below: 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Output parameters 

 
; ; 

; 

;  

, ; 

;  

 
 

Initial conditions 

 

 

 
 

 
The driver didn’t have 

the technical ability to 

stop 

Visibility time is greater 

than total time 

 
 

The driver had 

the technical 

ability to stop 

The braking path is 

longer than the viewing 

distance 

yes no 

yes no 
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Fig. 2. Program flowchart 
 

EXPERIMENTAL RESULTS 

 

Fig. 3 shows a screenshot of the graphic user 

interface implementation of the method in 

 

MATLAB-Guide environment [5, 6, 7].  

Based on the input parameters, the output 

values are calculated and the final estimation is 

made.  

 

 
 

Fig. 3. Screenshot of the graphic user interface software implemented in MATLAB environment 
 

 

The input parameters have the following 

sample values used in the example: 

 pedestrian speed  = 0.83 m/s; 

 break delay rise time  = 0.4 s; 

 response time  = 1.6 s; 

 break system delay time  = 0.2 s; 

 break acceleration асп = 7.85 m/s
2
; 

 vehicle speed  = 59 m/s; 

 

 vehicle width  = 1.61 m; 

 distance between the road and impact 

point  = 0.5m. 

The calculated output parameters have the 

following values: 

tb =3.0120 

tob =2 

Visibility time is greater than the total time 

Sb =49.3641 

Scn =49.8858 

yes  
 

There was no technical 

possibility to prevent 

road accident 

There was a technical 

possibility to prevent road 

accidents. The driver acted 

with a delay 

End 

no 
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The breaking path is longer than the visibility 

distance 

S1 =0.5217 

V1 =2.8618 

t1 =3.7232 

Sp1 =3.0902 

Based on the calculated values, the final 

conclusion is: “There was no technical 

possibility to prevent the traffic accident”. 

 

CONCLUSION 

 

The proposed automated approach allows: 

- to explore dependencies and to 

determine the outcome of pedestrian 

(cyclist) traffic accident; 

- based on an existing accident, to derive 

conclusions about possibilities to prevent 

pedestrian (cyclist) traffic accidents;  

- to achieve more accurate results and 

reduce the error in the calculation part, 

by taking the result to the fourth decimal 

place.  

The method can also be applied to a wider 

range of issues relating to the automation of road 

accident situations. With this kind of automated 

approach, the technical possibility or 

impossibility for preventing a traffic accident can 

be determined more accurately. 
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